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Preface

PES College of Engineering, Mandya, started inyder 1962, has become autonomous in
the academic year 2008-09. Since, then it has bleamy the academic and examination
activities successfully. The college is runningheigndergraduate and eight Postgraduate
programs. It consists of six M.Tech programs, whiafe affiliated to VTU. Other
postgraduate programs are MBA and MCA.

India has recently become a Permanent Member loyngighe Washington Accord. The
accord was signed by the National Board of Accegidih (NBA) on behalf of India on 13th
June 2014. It enables not only the mobility of alagree globally but also establishes
equivalence to our degrees with that of the menmmag¢ions such as Taiwan, Hong Kong,
Ireland, Korea, Malaysia, New Zealand, Russia, &wge, South Africa, Turkey, Australia,
Canada and Japan. Among other signatories to temational agreement are the US and the
UK. Implementation of Outcome Based Education (QBE3s been the core issue for
enabling the equivalence and of Indian degreedtaidmobility across the countries.

Our Higher Educational Institution has adopted the semester structure with OBE scheme
and grading system.

The credit based OBE semester system providesiligxiin designing curriculum and
assigning credits based on the course content@md lof teaching.

The OBE, emphasize setting clear standards forrediske, measurable outcomes of
programs in stages. There lies a shift in thinkitggching and learning processes moving
towards Students Centric from Teacher Centric eituta OBE standards focus on
mathematics, language, science, attitudes, sddil & moral values.

The key features which may be used to judge, ysdesn has implemented an outcome
based education system is mainly Standard basezbsmsents that determines whether
students have achieved the stated standard. Assetssmay take any form, so long as the
process actually measure whether the student kttweveequired information or can perform
the required task. Outcome based education is anioment that all students of all groups
will ultimately reach the same minimum standardstod®me Based Education is a method or
means which begins with the end in mind and cotistaemphasizes continuous
improvement.

In order to increase the Industry/Corporate reasinenany Soft Skills and Personality
Development modules have been added to the existimgculum of 2013-14.Industry
Interactions have been made compulsory to enhdwectald experience. In order to enhance
creativity and innovation Mini Project is includedall undergraduate programs.

Sri.B.Dinesh Prabhu Dr. P S Puttaswamy
Deputy Dean (Academic) Dean (Academic)
Associate Professor, Professor

Dept. of Automobile Engg. Dept. of Electrical & Electronics Engg.



P.E.S.COLLEGE OF ENGINEERING, MANDYA-571401
(An Autonomous Institution Under VTU. Belgaum)

Vision
“ An institution of high repute, imparting qualitywezhtion to develop innovative and
Humane engineers”

Mission
“Committed to develop students potential throughh lggality teaching- learning processes
and state of the art infrastructure”

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

About the Department

In the department, the B.E degree was started 72 88d the M.Tech degree in 2006
, the Ph.D and M.Sc (by research) programmes id.2@urrently the strength of teaching
faculty is 20 and that of non teaching staff is The present intake of B.E course is 120 and
that of M.Tech course is 49. The teacher - studsid is 1:16. The department has a research
centre under VTU, with 4 research guides and l@areh students. During the last five
years, the department has published 15 technigaérpan international journals and 10
technical papers in national journals. So far,department has organized one international
and one national conference.

Vision
Developing high quality engineers with sound technical knowledge, skills and ethics
in order to meet the global technological and societal demands in the area of Electronics and
Communication engineering.

Mission

* Developing high quality graduates and post-graduatd Electronics and
communication Engineering with modern technical Wwiealge, professional skills
and attitudes in order to meet industry and soaetyands.

» Developing graduates with an ability to work protiely in a team with professional
ethics and social responsibility.

» Developing highly employable graduates and posiugates who can meet industrial
requirements and bring innovations.

* Moulding the students with foundation knowledge akills to enable them to take up
post-graduate programmes and research programrties @emier institutes.

* Providing students with an excellent academic andado instil leadership qualities,
character moulding and life-long learning necesdarya successful professional
career.



Department of Electronics and Communication Enginegng
(A) Programme Educational Objectives (PEOS)

The Bachelor of Engineering Programme in Electrordmid Communication Engineering [B.E.
(E&C)] during four years term aims to
I.  Provide the students with strong fundamental anchrmced  knowledge in mathematics,
science and engineering with respect to Eleaterdand Communication Engineering
discipline with an emphasis to solve engineepraplems
Il. Prepare the students through well - designed aduwric to excel in bachelor degree

programme in E&C Engg. in order to engage eiaching or industrial or any technical
profession and to pursue higher studies

Il. Train students with intensive and extensive engingeknowledge and skill so as to
understand, analyze, design and create novel piodnd solutions in the field of electronics
and communication engineering.

V. Inculcate in students the professional and etlattalide, effective communication skills, team
spirit, multidisciplinary approach and ability telate engineering issues to broader social
context.

V. Provide students with an excellent academic enmemt to promote leadership qualities,
character moulding and lifelong learning as requfce a successful professional career.

(B) Programme Outcomes (POSs):

The BACHELOR OF ENGINEERING Programme in Electregniand Communication

Engineering [B.E. (E&C)] must demonstrate thagitaduates have

a) An ability to apply knowledge of mathematics, scierand engineering to develop both analog
and digital electronic and communication circuitgl aystems including software and hardware
entities.

b) An ability to design and construct analog and digi¢lectronic circuits, and to conduct
experiments on them to analyze and interpret data.

¢) An ability to design simulate and fabricate elesico and communication systems, Components,
devices as well as to design and simulate the graaid digital processes of physical world.

d) An ability to function effectively as an individuaind as a member of engineering teams of
electrical, computer, information, automobitegchanical and other disciplines.

e) An ability to identify, formulate and solve the ptems of both analog and digital electronic and
communication circuits and systems including sofeasnd hardware entities.

f) An understanding of professional and ethical resiiility at local, national and international
levels.

g) An ability to effectively communicate orally and writing on social and technical occasions in
local and global scenarios.

h) The broad education to understand the impact oinergng solutions in a global and societal
context.

i) An ability to engage in independent and lifelongriéng in the broad context of technological
change.

j) A knowledge of contemporary issues at local ,ameti and international levels.

k) An ability to use the techniques, skills and modexngineering hardware and soft
ware tools which are necessary for engineeringtioea

These programme outcomes (POs) are achieved thiougtiray of courses. To ensure the
achievement of POs, the course learning outcome®g¢Lare so formulated that they address the
POs.



P.E.S.COLLEGE OF ENGINEERING, MANDYA-571401
(An Autonomous Institution Under VTU. Belgaum)
Department of Electronics & Communication Engineerng.

VIl Semester B.E. . (E&C)

Scheme Of Teaching anBxamination 2013-14

Sl | Course Course Title Teaching| Hrs/Week| Total Examination Exam
No| Code Dept. Pattern Credit Marks Duration in
L:T:P:H CIE|SEE| Total| hours
P13EC71| GSM Communication andE&C 4:0:0:4 50 | 50| 100 3
1 4
Networks (HC)
2. | P13EC72| Low Power VLSI Design E&C 4:0:0:4 4 50{ 50| 10d 3
(HC)
3.| P13EC73| Advanced E&C 4:0:0:4 4 50| 50| 10d 3
Microcontrollers(HC)
4. | P13EC74) Embedded and Real T|imé&&C 4:0:0:4 4 50| 50| 100 3
Systems(HC)
5.| P13EC75| Elective-2 Group-B (PS) 1 E&C 4:0:0:4 4 |50| 50| 100 3
6. | P13EC76| Elective-3 Group-C (OS) * E&Q 2:2:0:3 3 50| 50| 100 3
7. | P13ECL7{Computer Communicatign E&C 0:1:2:3 1.5 50 50 10d 3
Networks and VLS
Laboratory
8. | P13ECL78Embedded and Real Time E&C 0:1:2:3 15 50, 50 104 3
Systems Laboratory
9. | P13EC79| Industrial Visit E&C -- Mandatory-- | -- -- --
Total 26 400| 400/ 80d

departmentHC: Hard Core (4 Credits) — 4 courses),

subject (4 credits) - course One hour Lectufeve Hours Tutorial / Practical+ 1 credit

Industrial Visit Shall be arranged during vacatafter examination of'7 Semester and a visit report shall be submittebb(})o

OS: Other ezl credits) -1 course. PS: Professi

* List of Electives-2 (Group-B)

** List of Electives-3 (Group -C)

Sl. | Course Code| Elective -2 Course Title SILNo0 Course @e | Elective -3 Course Title

No

1. | P13EC751 Artificial Neural Networks 1. P13EQ76 | Speech Processing

2. | P13EC752 Medical Imaging Systems 2. P13EC76Q2 omBdical Signal Processing

3. | P13EC753 Operating System 3. P13EC763 Multimgfibmmunications

4 P13EC754 Internet Engineering 4, P13EC764 S@mhand Optimization of VLSI Circuits

VIl Semester B.E. . (E&C) Scheme of Teaching an&xamination 2013-14

nal

Sl Course Course Title  [Teaching| Hours/week| Total Total Examination Marks Exam
No Code Dept. L:T:P Credit | Hours/Week| CIE | SEE| Total| Duration
in hours
1. | P13EC81Satellite E&C 2:1:0:3 3 4 50| 50| 100 3
Communication(SC
2. | P13EC82 Operations E&C 2:1:0:3 3 4 50| 50| 100 3
Research (S(
3. | P13EC83Elective-4, Group{ E&C 2:1:0:3 3 4 50| 50| 100 3
D (0OS)*
4. | P13EC84 Elective-5, Groupq{ E&C 2:1:0:3 3 4 50| 50| 100 3
E (OS) **
5. | P13EC85 Project Work E&C - 10 6 100 100 200 3
6. | P13EC86 Seminar E&C 0:0:2:2 2 3 50 - 50 -
Total 24 25 350 300 65(¢ -

* List of Electives-4 (Group-D)

** |ist of Eledtives-5 (Group-E)

Sl. Course Code Elective Course Title Sl. Course Codé Elective Course Title
No Electives-4 (Group-D) No. Electives-5 (Group-E)
1. | P13EC831 SOC Communications Architecture . PB3#C | Biometrics

2. | P13EC832 ADHOC Wireless Networks 2 P13EC84R2 Ratapression

3. | P13EC833 ASIC Design 3. P13EC843 Wireless Sevstworks
4. | P13EC834 Error Control Coding 4, P13EC844 ReakTaystems

Evaluation Scheme

Scheme | Weightage Marks

Event Break Up

Test | Test Il Quiz | Quiz Il Assignment
CIE 0
50% 50 35 35 5 5 10
SEE 50% 100 Questions to Set: 10 Questions to Answer: 5




Department of Electronics and Communication Engineering

Course Title: GSM Communication and Networks
Course Code: P13EC71 | Semester™? |[L—-T—-P:4-0-0 | Credits: 4
Contact Period - Lecture: Hrs.; Exam: Hrs. | Weightage: CIE: 50%; SEE: 50%
Prerequisites:
1. Analog Communication Theory - P13EC42
2. Digital Communication Theory - P13EC53

Course Learning Objectives (CLOS):

This Course aims to;

1. Describe the fundamental concepts of GSM Technoladggh is used in wireless mobile
communication

2. Explain the GSM architecture and interfaces wittSBBISC, VLR, HLR, EIR and other

networks

Outline the concepts of Radio link measurementgpgadicable to MS and BS.

List the different logical channels and their usage

Classify the different messages and services dlaila GSM technology.

Discuss the different aspects of privacy and sgcimiGSM system.

Design the GSM wireless networks for given speatfans.

Nookow

Relevance of the Course:
1. Satellite communication - P13ECS81

Course Content
UNIT-I

Access Technologiesintroduction, Narrowband channelized systeiarrow band digital
channelized systems, Spectral Efficiency, speetifediency of modulation, multiple access
spectral efficiency, Wideband systems, comparisdDMA, TDMA and DS-CDMA.
Cellular Communications Fundamentals Introduction, cellular systems, Geometry of
Hexagonal cell, cechannel interference ratio, cellular system desngworst case with an
Omni directional antenna, co channel interfererckiction with use of directional antennas,
directional antennas in-tell reuse pattern, Three sector case, Six seat®, Cell splitting.
Text:3.1t03.5,4.1t04.8 10 Hrs

UNIT-II
GSM Architecture and Interfaces: Introduction, GSM frequency bands, GSM PLMN,
Objectives of a GSM PLMN, GSM PLMN Services, GSMbSystems, GSM Subsystems
entities, GSM interfaces, The radio interface (MBGC), Abis interface (BTS to BSC), A
interface (BSC to MSC), Interfaces between otheMGshtities, Mapping of GSM layers
onto OSI layers, North American PER00.
Radio Link Features in GSM Systemdntroduction,Radio link measurements, Radio link
features of GSM, Dynamic power control, Discontinsidransmission (DTX), SFH, Future
techniques to reduce interference in GSM, Chanoblwving, smart antenna.
Text:5.11t05.9,6.1t06.4 10 Hrs

UNIT-1I
GSM Logical Channels and Frame Structure: Introduction, GSM logical channels,
allowed logical channel combinations, TCH multinfra for TCH/H, CCH multi frame, GSM
frame structure, GSM bursts, Normal burst, Syncizaiion burst, Frequency correction
channel burst, Access burst, Data Encryption in G3Mbility management, Location
registration and Mobile identification.

VIl & VIII Semester Syllabus 2013-2014 1



Department of Electronics and Communication Engineering

Messages, Services and Call flows in GSMntroduction, GSM—-PLMNservices, bearer
services, TeleServices, supplementary services, GSM service tguadguirements, MSC
performance,GSM messages, MBS interface, BS to MSC messages on the A interface
MSC to VLR and HLR, GSM call setup by an MS, Mobkilerminated call, Call release,
Handover.

Text: 7.1t07.7,9.1t0 9.4 10 Hrs

UNIT-IV
Data Services in GSM:Introduction, Data interworking, GSM data servideserconnection
for switched data, Group 3 fax, Packet data orsifpealing channel, Useio—user signaling,
SMS, GSM GPRS.
Privacy and Security in GSM: Introduction, Wireless security requirements, Rrwaf
communications, Authentication requirements, Systikf@time requirements, Physical
requirements, SIM cards, Security algorithms foM;Joken-based authentication, Token
based registration, Tokebased challenge.
Text: 10.1 to 10.5, 11.1to 11.5 11 Hrs

UNIT-V
Planning and Design of a GSM Wireless Networktntroduction, Tele traffic models, Call
model, Mobilitymodel, Topology model, Mobility irefiular / PCS networks, Application of
a fluid flow model, Planning of a wireless netwomRadio design for a cellular / PCS
network, Radio link design, Coverage planning, Desof a wireless system, Service
requirements, Constraints for hardware implemematiPropagation path loss, System
requirements, Spectral efficiency of a wirelessays Receiver sensitivity and link budget,
Selection of modulation scheme, Design of TDMA fearRelationship between delay spread
and symbol rate.
Management of GSM Networks:Introduction, Traditional approaches to NM, TMNYIN
Layers, TMN Nodes, TMN Interfaces, TMN Managemenérn&es, Management
Requirements for Wireless Networks, Management adi® Resources, Personal Mobility
Management, Terminal Mobility, Service Mobility Magement, Platform Centered
Management, SNMP, OSI System Management, NM Intesfaand Functionality, NMS
Functionality, OMC Functionality,Management of G®twork TMN Applications, GSM
Information Model, GSM Containment Tree, Future kvibkems.
Low Mobility Adjunct to GSM: Introduction, DECT, A Typical Implementation of DEC
Supplementary Services, Data Capabilities, CapacitySpectrum Analysis.
Text: 14.1to 14.11, 15.1 to 15.7, 16.1 to 16.2.4 11 Hrs

Text Books:
“Principles and Applications of GSM”, Vijay K. Gargnd Joseph E.Wilkes,Pearson
education / PHI, 1999.

Reference Books:

1. “Mobile Communication Engineering”, William C. Y de, 29 edition, MGH.

2. “3-G Wireless Networks”, Clint Smith, Daniel Collif®&dition, TMH.

3. “Wireless Communication and Networks: 3G and beyptiSahaMisra, 2 edition,
2013, MGH.

4. “Wireless TeleCommunication Systems and Networks”, Gary J Mulf edition,
2012, New Age.

5. “Wireless Communication”, UpenaDalal, 2009, Oxford.

VIl & VIII Semester Syllabus 2013-2014 2



Department of Electronics and Communication Engineering

6. “Convergence Technologies fo—@ Networks”, Jeffrey and others, Willey student
Edition.

7. “Mobility Management”, Somashekar — RudraksMGH.

8. “Wireless communication”, Andreas F Molisci®2dition, Willey Student Edition.

9. “ADHOC Wireless Networks: Architecture and Prote&oIC. Shivaramamurthy and B.
S. Manoj, Pearson Pub.

10.“Introduction to Wireless and Mobile Systems”, DéuarPrakashAgarwal and Zend® 3
Edition, Cenage Learning pub.

Course Outcomes

After learning all the units of the course, the stdent is able to;

01 Describe the access technologies — FDMA, TDMA &l tadvantages.— L1 (Unit — 1)

02 Discuss the different GSM interfaces present betwdferent functional entities — L2
(Unit —11)

03 Apply the concepts of data encryption in GSM. (U8t — 111)

04 Discuss the issues of wireless security requiresnenich as privacy, authentication,
system lifetime and physical requirements. — L2i{drV)

05 Plan the wireless GSM network. — L5 (Unit — V)

06 Discuss the SNMP and OSI systems management utattarm—centered management.
— L2 (Unit-V)

VIl & VIII Semester Syllabus 2013-2014 3



Department of Electronics and Communication Engineering

Model Question Paper Marks | CO’s | Levels
Unit-1
1 a. Discuss the two basic digital strategiesspéctrum resource 6M I L2
allocation — FDMA and TDMA.
b. Compare TDMA, FDMA and DS-CDMA systems. 6M I L4
c. Briefly discuss about wideband systems. 8M I L2
2a. Discuss how a cell structure is implemented cilular| 10M | | L2
systems.
b. Explain Co-channel interference ratio dedcribe how it affects 10M | | L2
the communication?
Unit-2
3 a. Sketch a typical GSM PLMN diagram and mentian tgenera
objectives of the network with respect to the seargrovided to @ 10M | I L3
subscriber.
b. Explain the functional elements in a GSM rafieeemodel with 10M | I L2
a neat diagram.
8M [l L2
4 a.How power control is achieved in GSM usingnaiyic
measurement with necessary diagram?Describe. 12M 1l L2
b.Draw the baseband frequency hopping implemematiagram and
explain.
Unit-3
5. a. List all the logical channels of GSM commauatiicn and specify 8M | lll | L1
their combinations for the use in traffic time sland control time
b. Sketch the GSM frame structure starting frometigtot to hyper
frame_ 6M 1 L2
c.Describe the paging procedure followed betweernalkEBSS.
10M | 1l L1
6. a. List atleast five different services offerseparately under the
category of bearer services, tele-services andeugntary services.
b. Explain the sequential steps of procedure tbiave in call release 10M | I | L2
which is initiated by a mobile user.
Unit-4
7a. Sketch and explain the architecture of PCS né&taxchitecture for 6M | IV L3
data interworking.
b. with a neat diagram explain protocol stack @PRS. 10M | IV L2
c. Sketch the architecture of SMS and protocolkstac aM | IV L3
8 a.Discuss the information contents stored orsive card. 10M | IV L2
b.Explain with a figure, the steps of call flowsr ftoken based
challenge in authentication procedure. 10M | IV L2
Unit-5
9 a. List the important issues that must be consileo determine the 6M \% L1
size of GSM- network, cell size, frequency plan @madfic plan, while
planning a wireless network and discuss them.
b. Highlight the significance of spectral efficignof a wireles§y 7M | V L4

network for voice and non-voice transmissions.

VIl & VIII Semester Syllabus 2013-2014
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c. What do you mean by receiver sensitivity? Detheexpression for
receiver sensitivity and maximum allowable pathsldsetween a 7M

mobile station and a base station.

10 a. Sketch the simplified TMN physical architeetindicating all the °M

nodes and interfaces.
b. List several service components of performanaeeagement, fau
management and configuration management.

t 6M

c. Sketch the diagram of NM architecture and fates and describe 9M

the NMS functionality.

L2

L3

L1

L3

VIl & VIII Semester Syllabus 2013-2014




Department of Electronics and Communication Engineering

Course Title: Low Power VISI Design
Course Code: P13EC72 Semester: VII | L—-T—P:4-0-0 | Credits: 4
Contact Period-Lecture: 52Hrs.; Exam:3 Hrs. | Weightaye: CIE: 50%; SEE: 50%

Prerequisites:
1. Digital CMOS VLSI Design-P13EC52

2. Digital Design Using Verilog HDL-P13EC65

Course Learning Objectives (CLOS):

This Course aims to;

Provide the basic knowledge of low power VLSI dasig

Explain the various sources of power dissipatioM@DSFET.

Discuss the design, physics and limitations oHpawer MOSFET.

Describe the synthesis for lepower using Algorithm level transforms and Logicvee
optimization for lowpower.

Explain the circuit level synthesis.

Explain the design and testing of lewoltage CMOS circuits.

Describe the various techniques of {@mergy computing using energy recovery.
Explain the sources of software powerdissipation.

PowbdPE

© N O

Relevance of the Course:
Help to pursue in-depth Low power issues of VLSHige in post graduate studies

Course Content

UNIT-I,
Low Power CMOS VLSI Design: Introduction, Sources of power dissipation, desigrfor
low power.
Physics of power dissipationin CMOS FET DevicesPhysics of power dissipation in
MOSFET devices- MIS Structure,Long channel MOSFET, Suaticron MOSFET, Gate
induced Drain leakage, Power dissipation in CMO©Short circuit dissipation, Dynamic
dissipation, Load capacitance, Low power designtdim Principles of low power design,
Hierarchy of limits, fundamental limits, Materiainits, Device limits, Circuit limits,System
limits.
Text: 1.1t0 1.3, 2.2 and 2.3 and 2.4 11 Hrs

UNIT-II,
Synthesis for Low Power Behavioral Level Transforms Algorithm level transforms for
low Power, Powerconstrained Least squares optimization for adaptive and -raxhaptive
filters,Circuit activity driven architectural trafesmations, Architectural driven voltage
scaling, Power optimization using operation reductiPower optimization using operation
substitution, Precomputation — Based optimization for Low Power, Logic Level
optimization for low power FSM and Combinational logic synthesis, Technologphing.
Text: 4.1 and 4.2 10 Hrs

UNIT — 1l
Circuit Level— Circuit level transforms, CMOS Gates, Transist@irg).
Design and Test of Low—Voltage CMOS Circuits Introduction, Circuit Design style,
Leakage current in Deep sdhicron transistors, Deep Sub micrometer devicegiesisues,
Key to minimizing short channel effect.
Text: 4.3 and 5.1t0 5.5 10 Hrs

VIl & VIII Semester Syllabus 2013-2014
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UNIT - IV
Low voltage circuit design techniqué®everse s Steeper sub threshold swing, multiple
threshold voltage, testing deep sub micrometer ¥tk elevated intrinsic leakage, multiple
supply voltages.
Low—Energy Computing Using Energy Recovery Techniges Energy dissipation in
transistor channel using an RC model, Energy regosiecuit design, Designs with partially
reversible logic, Supply clock generation.
Text: 5.6to5.8and 7.1to 7.4 11 Hrs

UNIT -V
Software Design for Low Power Introduction, Sources of software power dissipati
Software power estimation, Software power optimdaat
Text: Chapter 8 (8.1 to 8.4) 10 Hrs

Text Books and Reference Books

TEXT BOOK:

“Low—Power CMOS VLSI Circuit Design”, Kaushik Roy and asft C Prasad, Wiley
Student Edition, 2009.

REFERENCE BOOKS:

1. “Practical Low Power Digital VLSI Design”, Gary K.eap,Kluwer Academic Publisher,
2002.

2. “Low Power Design Methodologies”, PedramRabaey,iKduwAcademic Publishers,
1997.

Course Outcomes

After learning all the units of the course, thedgtot is able to;

01 Explain the various sources of power dissipatioM@SFET.—L2 (Unit — I)

02 Explain the Architectural driven voltage scalingdaower optimization using operation
reduction—L2 (Unit — 11)

03 Discuss the deep Sub micrometer device designgssud (Unit — III)

04 Explain the lowvoltage design techniquesL2 (Unit — IV)

05 Design the partially reversible logic circuitsL.3 (Unit — V)

06 Discuss the sources of software power dissipatstimation and optimization- L1
(Unit - V)

VIl & VIII Semester Syllabus 2013-2014 7
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Model Question Paper Marks | CO’s | Levels
Unit |
1. a) Explain the sources of power dissipation in CMO$uat. 8 L2
b) Derive the expression for surface space chargeomegnd| 12 L2
hence the threshold voltage.
2. a) Explain the load capacitance, overlap capacitanod |a 10 L2
diffusion capacitance. 10 L4
b) List the low power design limits and explain anytw
Unit Il
3. a) Write the signal flow graph for direct and transgobglirectf 6 L3
form realizations of even length FIR system.
b) Distinguish between parallel and pipelined impletagan of| 8 L4
data path with an adder and a comparator.
c) Analyze the pre computation with wing Shannon’sasmgon| 6 L4
4. with relevant diagram. "
a) Write the state diagram and state assignment fatage| 8 L3
machine that produces on output ‘1’ whenever a eecgl of
five 1's appear else it outputs a ‘0'.
b) For the function F={ff;} such that f = ab +bcd +ae and £
a tbc + dh + eh, p(a)= p(b)= p(c)= p(d)= p(e)= #0fp,| 12 L3
D(a)=0.1, D(b)=0.6, D(c)=3.6, D(d)= 21.6, D(e)=129
D(h)=3.6. Sketch optimized circuit with (i) areaomlé, (ii)
power alone.
Unit Il
a) Discuss the transistor sizing and transmitter reond with| 12 L2
5. respect to circuit level optimization.
b) Analyze the power consumption of CMOS gates for |the4 L4
functiory = (x; + X,)X3.
c) Construct the schematic of CPL NAND/ AND and CPL 4 L3
XOR/XNOR. m
a) Briefly discuss the domino logic of NAND gate and10 L2
6. differential current switch logic (percentage high) 6 L4
b) Analyze the surface potentials of short and longanael
devices at V=0 v and \b> 0 v. 4 L4
c) Distinguish the difference between single gate dunal- gate
SOI MOSFET
Unit IV
7. a) Outline the schematic of MTCMOS NAND?2 gate. 4 L2
b) Discuss the principle of SSI CMOS along with V-heel 8 I\ L2
c) Explain the working of DCVS voltage level converter 8 L2
8. a) Derive an expression for energy dissipation in distor| 8 L2
channel using RC model. Vv
b) Analyze the designs with partially reversible logmth 6 L4
necessary example.
c) Discuss the generation of two non-overlapping clsighals| 6 L2
VIl & VIII Semester Syllabus 2013-2014 8
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using adiabatic power technique.

Unit vV

9. a) Analyze the various levels of estimation of softevppower. 12 L4
b) Explain the source of software power dissipation. 8 L2
a) With an example show the efficient use of compatatl| 8 Vi
resources in parallel processor application. L3
10. b) Analyze the performance of different edge typesnfi@mory| 12
and register allocation constraints L4
VIl & VIII Semester Syllabus 2013-2014 9




Department of Electronics and Communication Engineering

Course Title: Advanced Microcontrollers
Course Code: P13EC73 | Semester: VIl | L—T—P:406- 0] Credits: 4
Contact Period - Lecture: 52Hrs.; Exam: 3 Hrs.| Weightage: CIE: 50%; SEE: 50 %

Prerequisites:
1. Microprocessor and Microcontroller-P13EC44

Course Learning Objectives (CLOS):

This Course aims to

. Provide the knowledge about basic concepts of Mmmntrollers.

2. Describe the architecture of MSP 430 and ARM aul&rs.

3. Outline the instructions and programming of thewabcontrollers.
4. Emphasize the basic communication interfaces.

5. Describe the concepts of real time programmingherabove.

6

7

8

=

. Apply the interfacing knowledge with various deasaunder microcontrollers.
. Provide the knowledge of memory devices and interfgandards.
. Outline the concepts of exceptions and interrupdhag.

Course Content

UNIT — |
The Texas MSP 430The outside viewpin out, the inside viewfunctional block diagram,
memory, central processing unit, memanapped input and output, clock generator.
Exception: Interrupts and resets where to find further infation.
Central processing unit, addressing modes, congfanerator and emulated instruction,
instruction set, examples, reflections on the CRtiastruction set, resets, clock system.
Textl: 2.1t0 2.8 and 5.1 t0 5.8 10 Hrs

UNIT = I
Functions and subroutines, what happens when autifes Is called?, storage for local
variables, passing parameters to a subroutine énding a result, mixing C and assembly
language, interrupt service routine, issues astmtiwith interrupts, low power modes of
operations
Digital input and output: parallel ports, digital inputs, switch -d®ounce, digital outputs,
interface between 3V and 5V systems, driving hedaeiads, liquid crystal displays, driving
LCD from an MSP4384xx, simple applications of LCD.
Textl: 6.1t06.10and 7.1t0 7.9 11 Hrs

UNIT -1l
ARM Embedded Systems:The RISC Design Philosophy, the ARM Design Phifiiso
Embedded System Hardware, Embedded System Software.
ARM Processor Fundamentals: Registers, Current Program Status Register, Ripeli
Exceptions, Interrupts, and the Vector Table, Gotensions, Architecture Revisions, ARM
Processor Families.
Introduction to the ARM Instruction Set, Data Presiag Instructions, Branch Instructions,
Load-Store Instructions, Software Interrupt InstructiBnpgram Status Register Instructions,
Loading Constants, ARMvV5E Extensions, Conditionet&ution.
Text2:1.1t01.4,2.1t02.7 and 3.1t0 3.8 10 Hrs

UNIT - IV
Introduction to the Thumb Instruction Set: Thumb Register Usage, ARMhumb
Interworking, Other Branch Instructions, Data Pssieg Instructions, Single—Register
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Load-Store Instructions, MultipleRegister LoadStore Instructions, Stack Instructions,
Software Interrupt Instruction.
Efficient C Programming: Overview of C Compilers and Optimization, BasicData
Types, C Looping Structures, Register Allocationnétion Calls, Pointer Aliasing, Structure
Arrangement, B#fields, Unaligned Data and Endianness, Divisiomgakhg Point, Inline
Functions and Inline Assembly, Portability Issues .
Text2:4.1t0 4.8 and 5.1 t0 5.13 11 Hrs

UNIT -V
Exception and Interrupt Handling, Exception Hangllinnterrupts, Interrupt Handling
Schemes.
Firmware: Firmware and Boot loadeExample: Sandstone.
Embedded Operating Systems:Fundamental Component&xample: Simple Little
Operating System.
Text2: 9.1109.3.2,10.1t0 10.2 and 11.1to 11.2 10 Hrs

TEXT BOOKS:
1. “MSP 430 Microcontroller Basics”, John H. Deviessévier Publications, 2008
2. “ARM System Developer's Guide”, Designing and Optimg System Software
Andrew N. Sloss, Dominic Symes, Chris Wright, Elsey2004

REFERENCE BOOKS:
1. “Advanced Microprocessor”, Daniel Tabak?Edition, TMH.
2. “Architecture programming and application of adwashenicroprocessors”, Amar K
Gangoli, Narosa publications.
3. “Advanced Microprocessors and Peripherals”, K. MiuBhandi and A. K. Ray,'3
Edition, MGH.

Course Outcomes

After learning all the units of the course, the stdent is able to

1. Describe the pin outs, memory organization anditcture of Texas MSP 436.L2

(Unit=1)

. Analyze the embedded system development procasg M&SP 430 L3 (Unit—1I)
. Describe the architecture of ARM controllerd.2 (Unit—III)
. Explain the arm controller instruction set & progwraing concepts= L2 (Unit —111)
. Interpret the thumb instruction set in ARM conteod.— L3 (Unit — V)
. Summarize the C programming interrupt handling RMAcontrollers— L2 (Unit—V)

OO WN
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Model Question Paper Marks | CO’s | Levels
UNIT -
1) (a) Describe the architecture of MSP430 microcontrolle 10 L1
with a block diagram.
(b) Explain the addressing mode used for the follow
instructions and the contents of the destinaticeraipd
after theinstruction execution (Given R4=104, R5=1 co1
Assume suitable data in the concerned memory . L2
locations) (i)MOV.B 3(R5), R4 (ii) ADD.W R4R 04 L6
(iAND @(R4), R5
(c) Discuss the pin out diagram of MSP430 in brief
OR
2) (a) Explain about two levels of reset in MSP430. 06 L2
(b) Discuss basic clock module of MSP430. 08 L6
(c) Describe Program counter and Stack pointer of 06 L1
MSP430in brief.
UNIT-II
3) (a) Explain the different issues associated with ingets 05 L2
of MSP430
(b) Discuss the various simple applications of the LCD| 10 L6
(c) Describe the different low-power modes of operati| 05 L1
in MSP430.
OR
4) (a) Explain the three different classes of LCD in MS®43 06 L2 CO2
(b) Discuss the LCD two way multiplexing method with
relevant  waveforms. 07 L6
(c) List and explain the various digital inputs andpuis 07 |L1,L2
in MSP430.
UNIT-III
5) (a) List the features of instruction set used in endieed 06 L1
systems.
(b) Explain pipelining mechanism in RISC processor to 06 L2
execute instruction. 08 L6
(c) Discuss software interrupt and program statustegi
in brief. CO3
OR 05 L6
6) (a) Discuss the Software abstraction layers execuimg
hardware with diagram. 05 L2
(b) Differentiate Von Neumann and Harvard architectute
(c) List and explain types of data processing insionst 10 |L1L2
with example. '
UNIT-IV
7) (a) Explain ARM Thumb interworking with syntax. 05 L2
(b) Discuss looping with fixed and variable number of
iterations with examples. 10 L6
(c) Explain branch instructions with syntax and example 05 L2
OR CO4
8) (@) Discuss function calling with example. 08 L6

(b) Explain stack and software interrupt instructiongw
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example. 06 L2
(c) Explain pointer aliasing in brief and list the dizacks.| 06 L2
UNIT-V
9) (a) Explain prioritized interrupt handler with diagram.
Also list the advantage and disadvantage of it. 10 L2
(b) Discuss the sandstone code structure execution flow 10 L6
OR
10)(a) Explain device driver with relevant diagram. CO5
(b) Discuss various stages of handling interrupt wah n | 06 L2
nested interrupt handler implementation. 08 L6
(c) Explain firmware execution flow in brief. 06 L2
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Course Title: Embedded and Real Time Systems
Course Code: P13EC74 | Semester: VII| L—T—P :40- 0] Credits:4
Contact Period - Lecture:52Hrs.;Exam: 3Hrs.| Weightage: CIE: 50%; SEE: 50%

Prerequisites:

1) Computer Concepts and C Programming - P13CS13
2) Computer Communication Network -P13EC62

3) Digital Signal Processing- P13EC44

4) Microprocessor and Microcontroller- P13EC45

Course Learning Objectives (CLOS):

This Course aims to;

Provide the knowledge about basic concepts of Eddueb&ystems.
Describe the architecture of embedded operating s

Outline the programming languages for embeddecs)st
Provide the knowledge of software hardware co—aesig
Highlight the basic communication interfaces.

Describe the concepts of real time embedded systems

Apply the interfacing knowledge with Linux comman(dgvice drivers).
Provide the knowledge of memory devices and interftandards.
Give the concepts of embedded systems using RFID.

©CoNorwhE

Relevance of the Course:
1. Real time systems- P13EC844

Course Content

UNIT — |
Architecture of Embedded Systems: Hardware architecture, software architecture,
application software, communication software, pssce®f generating executable image,
development / testing tools.
Programming for Embedded Systems Overview of ANSI C, GNU development tools, bit
manipulation using C, memory management, timingroframs, device drivers, productivity
tools, code optimisation, C coding guidelines, pangming in C++, programming in Java.
Text: 2.1t0 2.6 and 3.1t0 3.11 11 Hrs

UNIT =l
The Process of Embedded System Developmefithe development process, requirements
engineering, design, implementation, integratiord aesting, packaging, configuration
management, managing embedded system developnogedttpr embedded system fiascos.
Communication Interfaces: Need for communication interfaces, RS232/UART,
RS232/RS485, USB, Infrared, IEEE 1394 Fire wirdeftet, IEEE 802.11, Bluetooth.
Text: Chapters 4.1 to 4.9 and 6.1 t0 6.9 10 Hrs

UNIT =1l
Embedded/Real-Time Operating System Concept#&rchitecture of the kernel, tasks and
task scheduler, interrupts service routines, sewrash Mutex, mailboxes, message queues,
event registers, pipes signals, timers, memory gemant, and priority inversion problem.
Overview of Embedded/Real-time Operating Systemff-the-shelf operating systems,
embedded operating systems, Riale operating systems, handheld operating systems.
Text: Chapters 7.1to 7.13 and 8.1 t0 8.4 10 Hrs
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UNIT - IV
Programming in Linux: Overview of UNIX Linux, shell programming, System
programming.
Programming in RT Linux: Overview of RT Linux, Core RT Linux API, Program to
display a message periodically, Semaphore manadeiettex management, Case Study:
Appliance control by RT Linux system.
Text: Chapters 11.1to 11.3 and 12.1to 12.6 10 Hrs

UNIT -V
RFID Systems: RFID system, RFID applications, RFID tag, RFID readApplication
development using RFID, OOPS for embedded systemisedded C++.
DSP-Based Embedded Systembsleed for DSP based embedded systems, An overview of
digital signal processing, Applications of DSP, iag signal processor architecture, DSP
based embedded system design process, DSP algantiiementation using MATLAB.
Text: Chapters 20.1 to 20.7 and 21.1 to 21.6 11 Hrs

TEXT BOOK:
“Embedded Real time systems: Concepts, Design angrd&mming”, 2005 Edition, Dr. K.
V. K. K. Prasad, Dreamtech Press.
REFERENCE BOOKS:
1. “Real-Time systems design and analysis”, Phillip Laplante., Willey India, '8
Edition, 2005.
2. "Real-Time systems”, Jane W.S. Liu, fourth impressiPearson 2007.
3. “Real-Time systems”, C. M. Krishna, Kang G. Shirc,Mill 1997.
4. "Real-Time systems Programming”, Sriram V lyer, IRgrGupta, TMH, 2007.
“Linux for Embedded and Real Time Applications”, mp Abbolt, Newnes
Publications, 2003.

Course Outcomes
After learning all the units of the course, thedgtot is able to;
01 Discuss the hardware architecture of an embeddsdray- L2 (Unit—1)
02 Analyze the process of embedded system developrmeBt(Unit — 1)
03 Explain the need of serial communication interfaed<2 (Unit —11)
04 Describe the architecture of the kernel of an dpsgasystem of embedded system.
L2 (Unit—1II)
05 Express the Real Time Linux architecturd.2 (Unit—1V)
06 Design the DSP based embedded systems with RALB.(Unit — V)
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Model Question Paper

QiNe Questions Marks | BTL | CO
1.a) | Discuss the software architecture of an Elubd system. 6 L2 1
b) | With a neat block diagram explain the precesGenerating Executable 8 L2 | 1
image for embedded software.
c) | List different types of memory and explain theiffeliences OR 6 L1 | 1
2. a) | What are the special features of ANSI C? 6 L1
b) | Explain the process of creating a MIDlet. 6 L2 | 1
c) | Write a C program to calculate the CRC usbRC-CCITT algorithm. 8 L3 1
3.a) | Define development process? Explain watenfadidel as applied tp 6 L1 | 2
embedded system development.
b) | Explain what is testing and types of testing 7 L2 | 2
c) | Discuss the important issues in managing embedgstdrs development. 7 L2 | 2
OR
4. a)| Explain the RS232 interface specifications. Y |2
b) | llustrate the protocol architecture of EthetrLAN. 8 L4| 3
c) | Give the broad specifications of Bluetoddmslard. 5 3
5. a)| Explain the task scheduling and various schedwlggrithms. 10 L2] 4
b) | Explain how a semaphore can be used for-tagk synchronization. 6 L2 4
c) | Differentiate between preemptive and non-preempperating systems, 4 L4 | 4
OR
6. a)| Explain all the aspects in which off-the-shelf ggigrg system is differ 10 | L2 4
from other operating systems.
b) | List the various mobile/handheld operatingtams and explain thejr 10 | L1 4
features.
7. a)| Explain the file manipulation commands of Linux. 10L2 5
b) | Write the program to demonstrate multi-thlieg in RTLinux. OR 10 | L3 5
8. a)| Write the program that demonstrates communicat@wéen 2 processes.  1( L3
List the function calls provided in RTLinux for naxt and semaphore 10 | L1 5
b) management.
9. a)| List and Explain the features of RFID tags. 6 41
Define EPC? Explain the format of EPC and the veristandards for the 4 L1, | 6
b) EPC. L2
c) | Design an RFID system for library automation if@gk book is attached 10 | L5 6
with an RFID tag and (b)Each library user is gie@nRFID tag. @ OR
10.a)| List the important features of embedded C++. 4 L1
b) | Give the broad classification of filters. g L2 6
c) | Discuss various applications of Digital signal prssing. 10 | L2 6
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Course Title: Artificial Neural Networks
Course Code: P13EC751 | Semester: VII| L—T—P:%- 0] Credits: 4
Contact Period - Lecture: 52Hrs; Exam: 03Hrs.| Weightage: CIE: 50 %; SEE: 50%

Course Learning Objectives (CLOS):

This Course aims to:

1. Explain the Basics and the Functional Units of #aial Neural Networks for Pattern
Recognition.

2. Analyze the Pattern Association, Classification andpping of Feed forward Neural
Networks.

3. Provide the Concepts of the Feedback Neural Netsviarkpattern storage tasks.

4. Analyze the simple network to perform the taskpattern clustering.

5. Understand the different application of artificreural network.

Relevance of the Course:
1. Speech Processing
2. Fuzzy Logic

Course Content
UNIT-I

Basic of Artificial Neural Networks: Characteristics of Neural networks, Artificial Nal
Networks- Terminology, Models of Neuron, Topology, Basic Liag Laws.
Activation and Synaptic Dynamics: Introduction, activation Dynamics Models, Synaptic
Dynamics Models, Learning Methods, Recall in neiiaiwork.
Functional Units of ANN for Pattern Recognition taks: Pattern Recognition Problem,
Basic Functional Units, Pattern Recognition Taskshie Functional Units.
Text: 1.1,1.3,1.4t0 1.6, 2.1 to 2.4 (till 2.4.3)1 to 3.3 11 Hrs

UNIT-II
Feed forward Neural Networks: Introduction, Analysis of Pattern Association Netks,
Analysis of Pattern Classification Networks and Bmes of pattern mapping Networks.
Text:4.1t04.4 10 Hrs

UNIT-11I
Feedback Neural Networks: Introduction, Analysis of Linear Auto associativer
Networks, Analysis of Pattern storage Networks,dbeek Neural Networks, Stochastic
Networks and simulated annealing, Boltzmann Machine
Text: 5.11t05.5 10 Hrs

UNIT-IV
Competitive Learning Neural Networks: Introduction, Components of a competitive
learning Network, Analysis of Feedback Layer foff@ent output functions, Competitive
Learning Neural Networks, Analysis of Pattern Giustg Networks, Analysis of Feature
Mapping Network.

Text: 6.110 6.5 10 Hrs
UNIT-V

Applications of ANN: Introduction, Direct Applications, Application Area

Text: 8.110 8.3 11 Hrs
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Text Book:
1. “Artificial Neural Networks”, B.Yegnanarayana, PRublications.

Reference Books:
1. “Neural Networks- A comprehensive foundation”, Simon Haykin, PHI, cet
edition.
2. “Introduction to Artificial Neural Systems”, J. Zagla, Jaico, 2003

Course QOutcomes
After learning all the units of the course, thedgtot is able to:

1. Define topology, structures and functional unitadificial neural networks (UNIT-I)

2. Justify Activation and Synaptic dynamics models hedrning methods used with
ANN (UNIT-1)

3. Analyze pattern classification networks and explaime significance of (a)
determination of weights by computation and (b)edeination of weights by
learning.(UNIT-II)

4. Explain the concept of equilibrium in stochasticira networks. (UNIT-III)

5. Explain the three different methods of implementitlge feature mapping
process.(UNIT-IV)

6. Describe the different application of artificialural network in different domain such
as speech ,image processing etc. (UNIT-V)
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Model Question Paper

Questions Marks | BTL CO

Unit |

1. (a)Describe some attractive features of the

biological neural network that make it superior to 08 L2

the most sophisticated artificial intelligent

computer system for pattern recognition tasks. 06 CO1
(b)Explain briefly the terms cell body, axon, L2

synapse and neuron with reference to a biological

neural networks. 06 L2

(c)Explain the significance of the following
a.%=0,foralli

b. V(x)<0 08 L2
c. V(xX)=0
d. w;#0, for all 1,j 06 L2
OR
2. (a)Explain with an example the distinction between 06 L2 CO2
nearest neighbour and interpolative recall of
information.
(b) Give a real life example of a pattern mapping
problems.

(c) Discuss the pattern recognition tasks by
competitive learning neural networks.

Unit 1l
3. (a) Differentiate between linearly independent set 06 L4
and orthogonal set of vectors.
(b) Explain the choice of W = BAfor linearly 08 L2 C03
independent and linearly dependent cases of input
vectors. 06 L2

(c) Distinguish between the linearly separable and
linearly inseparable problems.

OR 06 L2
4. (a) Explain the difference between LMS learning Cco4
and delta learning. 06 L2
(b) Discuss few tasks that can be performed by g 08 L2
back propagation network.
(c) Explain the difference between method of
steepest descent and Newton’s method.
Unit 11l
5. (a) Explain the difference between discrete and| 08 L2
continuous Hopfield models in terms of energy
landscape and stable states. 06 L2

(b) Discuss the behavior of trajectories of théesta
during the transient portion when temperature is
changed. 06 L2
(c) Show the result of Hopfield analysis, i.e.,

AV <0, for a feedback network with binary{0,1}
units 08 L2

CO5

VIl & VIII Semester Syllabus 2013-2014



Department of Electronics and Communication Engineering

OR
6. (a) Explain the behavior of a stochastic neural 06 L1
network at thermal equilibrium with reference to| 06 L2

Brownian particle motion.

(b) Describe the Boltzmann machine.

(c) Explain the mean-field approximation to
Boltzmann learning.

Unit IV

7. (a) Describe the operation of an input layer when i 06 L1

is directly connected to the environment.

(b) Describe the basic learning features of aramst 06 L1

and discuss its application.

(c) Explain the distinction between eigenvectors|of 08 L2

autocorrelation and covariance matrices.

OR 06 L2 C06

8. (a) Explain the build up of the 1-D features map |of

1-D input values selected at random from an 06 L3

interval O to 1.
(b) lllustrate the concept of feature mapping with
the help of an example of mapping 2-D input onto 08 L2
a 2-D feature space.

(c) Explain pattern clustering network.

Unit V
9. (a) Analyze an Explain how neural network
principles are useful for a texture classification 12 L4
problem.
(b) Classify some recent trends in neural networks 8 L3
OR
10. (a) Study the solution of Travelling Salesman
problem using SOM for the following different CO7
cases;
a. 30 Cities, 30 units
b. 30 Cities, 100 units

c. 30 Cities, 1000 units 12 L4
d. 100 Cities, 100 units
e. 100 Cities, 1000 units 8 L3

(b). lllustrate Optimization application
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Course Title: Medical Imaging Systems
Course Code: P13EC752 Semester: VII | L—-T—-P:4-0-0 | Credits: 4
Contact Period - Lecture:52Hrs.;Exam: 3Hrs. | Weightaye: CIE: 50% SEE: 50%

Prerequisites:
1. Digital Image Processing.- P13EC64

Course Learning Objectives (CLOS):

This Course aims to;

1. Provide the basic knowledge on medical imaging e

2. Explain the various methods of radiography andssociated terms and definitions.
3. Describe the Fluoroscopic imaging principle, Dibifauoroscopic arm system and
Angiography.

Describe the Spiral and the helical CT scannerdlaid advantages.

lllustrate the Ultrasound Characteristics and thee for diagnostic purposes.
Discuss the concept of CW and pulsed Doppler wdtrad and Color Doppler.
Outline the concepts of nuclear medical imagingnégques.

Describe the Magnetic Resonance Imaging—princighesapplications.

Describe the role of medical imaging systems uhdenan health care.

©ooNOOA

Relevance of the Course:
1. Biometrics.- P13EC841

Course Content
UNIT — |

Radiography : Characteristics of Xays, Generation of >ays, Various components of
radiographic systems, Xay tube design aspects, filament circuits and noAtrol, HF
generator circuits KV control, control of expostiraers, collimators, scatter and grids; X
ray films and screens, image qualityfactors (resmh, contrast, noise), RO.
Detectors: lonization chamber, proportional counter, sciatibn detectors, semiconductor
radiation detectors, Biological effects of ioniziragliation.

10Hrs
UNIT — I
Diagnostic Imaging Methods:Image Intensifiers, Introduction to digital radiaghy (DR)
systems, Fluoroscopic imaging principle, Digitalidfoscopic arm system, Angiography,
Digital subtraction angiography (DSA), Principle bhear and computed tomography,
generation of CT scanner, data acquisition syste@Ti, Spiral and the helical CT scanners.
10 Hrs
UNIT -1l
Ultrasound: Characteristics and intensity of sound waves, egfla, refraction and acoustic
impendence, interactions of ultrasound with mattesrking principle and construction of
Piezoelectric transducers: single and multi elemgnarterwave matching mechanical and
electronic sectors array scanners, beam chardisgyislock diagram and controls of a digital
ultrasound machine.
Modes of operation: A, B and M modes and their clinical application\wCand pulsed
Doppler ultrasound, Colour Doppler
11Hrs

UNIT = IV
Nuclear Medicine: Interactions of Alfa Beta & Gamma radiation with thea, sources and
units of radio activity.
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Radionuclide production: cyclotron production, reactor production, genergiayduction,
rectilinear scanners, linear scanners, Constructiod working principle of radioactive.
Detectors: scintillation detector, photomultiplier tubes, gaa camera and semiconductor
detectors; SPECT, PET scanners, basic safety plascand protocol. 11 Hrs

UNIT -V
Magnetic Resonance ImagingPrinciples of nuclear magnetic resonance, Magrsgiic and
Larmor frequency, MRI instrumentation system, perem and superconductor magnets,
gradient system, RF coils, Transmitter and recebBystem, Relaxation processes, pulse
sequence, image acquisition and principles of imageonstruction, Functional MRI,
applications of MRI, effects of magnetic field oarhans. 10Hrs

TEXT BOOKS:
1. “The physics of Diagnostic Imaging”, Dowsett, Ken&yJohnson, Chapman & Hall
medical, Madras/London.
2. “Fundamentals of Medical Imaging”’, Suetens Paum@Bridge University Press,
2002.
REFERENCE BOOKS:
1. “Principles of Medical Imaging”, Shung K. Kirik, Ts Benjamin, Smith.B.Michael,
Kindley.
2. “Hand Book of Biomedical Instrumention”, Khandpur.SR 2% Edition, Tata
McGraw Hill, 2003.
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Model Question Paper

Model Questions Marks | BTL | CO
UNIT-I
1) (a) List the general characteristics of X-rays angla&x its 08 |L1
construction briefly.
(d) Write note on(i) Scintillation detecto(ii) Semiconductor 08 |L1
radiation detector.
(e) Explain medical image quality factors in brief. 04 |L2 |CO1
OR
2) (a) Explain HF generator circuits KV control. 08 | L2
(b) Write a note on X-ray films and screens. 08 L1
(c) Discuss the various biological effects of ioniznagliation. 04 | L2
UNIT-II
3) (a) Explain digital radiography systems. 06 L2
(b) Differentiate spiral and helical CT scanners. 06 L4
(c) Explain the DSA. How its employed for detectioraoly 08 L2
abnormalities
OR CO2
4) (a) Explain image intensifiers in brief.
(b) Describe working principle of linear and computechbgraphy. | 06 L2
(c) Write principle of fluoroscopic imaging. Explaingitial 06 L1
fluoroscopic arm system 08 L1
UNIT-11I
5) (a) List the characteristics of ultrasound wave. Adgplain any two | 08 L1
applications.
(b) Explain working principle and construction of poetectric 06 L2
transducers.
(c) Describe A,B& M modes and clinical applications. 06 L1 [CO3
OR
6) (a) Discuss the controls of a digital ultrasound maehwith block
diagram. 08 L2
(b) Explain the following in brie{i) CW & pulsed Dopple(ii) Color | 07 L2
Doppler.
(c) Discuss the interactions of ultrasound with matter 05 L2
UNIT-IV
7) (a) Mention types of radionuclide productions. Explamny one in
brief. 08 L1
(b) Differentiate rectilinear and linear scanners. 05 L4
(c) Explain Scintillation detector in brief. 07 L2
OR CO5
8) (a) Discuss briefly how matter interacts with alfa,ahd gamma | 08 L2
radiation.
(d) Describe the construction and working of radioativ 08 L1
(e) Write a note on Photomultiplier tubes. 04 L1
UNIT-V
9) (a) Describe the principle of nuclear magnetic rescean 06 L1
(c) Discuss the effects of magnetic field on humans. 06 L2
(d) What is image acquisition. Explain principle of igea 08 L1
reconstruction CO6
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OR
10)(a) Explain how MRI differs from functional MRI. Alslist the
applications  of MRI.
(b)Explain permanent and super conductor magnetgefn br
(c) Write a note on magnetic spin and larmor frequency

08

07
05

L2

L2
L1
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Course Title: Operating Systems
Course Code: P13EC753 | Semester: VIl | L—T—P:4—-0 -0 Credits:4
Contact Period - Lecture:52Hrs.;Exam: 3Hrs.|  Weightage: CIE: 50% SEE: 50%

Course Learning Objectives (CLOS):

This Course aims to;

1. Provide an overview of the Operating Systems topics

2. Present an analysis of processes, multithreadymgmetric multiprocessing (SMP), and
micro kernels.

3. Examine the key aspects of concurrency on a sBygem

4. Examine the issues of mutual exclusion and deadlock

5. Provide techniques for memory management.

6. Provide the knowledge of virtual memory and itstoolrstructure.

7

8

9.

1

. Provides a comparative discussion of various ambesmto process scheduling.

. Examines the issues involved in Operating Systemgal of the 1/0 function.
Provide an overview of file management

0.Provide a survey of threats and mechanisms for atenand network security.

Relevance of the Course:
Helpful for students who pursue career in IT indyst
Course Content

UNIT — |
Operating System Overview:Operating System Objectives and Functions, Thdufeo of
Operating Systems, Major Achievements, Developmémading to Modern Operating
Systems, Virtual Machines, OS Design ConsiderationMultiprocessor and Multicore.
Process Description and Control:What Is a Process?, Process States, Process [iiescri
Process Control, Execution of the Operating Systecurity Issues.
Threads: Processes and Threads, Types of Threads, Multawaréviultithreading,
Text 1: 2.1-2.6, 3.1-3.6, 4.1-4.3 11 Hrs

UNIT — I
Concurrency: Mutual Exclusion and Synchronization - Principles of Concurrency,
Mutual Exclusion: Hardware Support, Semaphores, Mo Message Passing,
Readers/Writers Problem.
Concurrency: Deadlock and Starvation -Principles of Deadlock, Deadlock Prevention,
Deadlock Avoidance, Deadlock Detection, An IntegdatDeadlock Strategy, Dining
Philosophers Problem.
Text1:5.1-5.6,6.1-6.6 10 Hrs

UNIT =1l
Memory Management: Memory Management Requirements, Memory PartitigniPaging,
Segmentation, Security Issues.
Virtual Memory: Hardware and Control Structures, Operating SySeftware.
Text1:7.1-75,81- 8.2 10 Hrs

UNIT - IV
I/O Management and Disk Scheduling:l/O Devices, Organization of the 1/O Function,
Operating System Design Issues, 1/0O Buffering, @skeduling, RAID, Disk Cache.
File Management: Overview, File Organization and Access, B-Treeke Birectories, File
Sharing, Record Blocking, Secondary Storage Managérkile System Security.
Text1:11.1-11.7,12.1-12.8 10 Hrs
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UNIT -V
Computer Security Threats: Computer Security Concepts, Threats, Attacks, Assets,
Intruders, Malicious Software, Overview, Virusespims, and Bots, Rootkits.
Computer Security Techniques: Authentication, Access Control, Intrusion Detegtio
Malware Defense, Dealing with Buffer Overflow, Atkas.
Text 1: 14.1 — 14.6, 15.5-15.5 11 Hrs

Text Book:
1. Operating Systems by William Stallings, 7e, Pealsdra.
Reference book(s)
1. Operating systems by Silberschatz and Galvin, 9&ywW
2. Operating Systems by Godbole, 3e, McGraw Hill India

Course Outcomes
After learning all the units of the course, the stdent is able to
Understand the functions and objectives of opegatystem— L2 (Unit — 1)
Discuss the principle of concurrency -L3 (Unit-II)
Identify the problems related to task synchron@aand deadlock-L6(Unit-11)
Describe the requirements of memory managemen(hR — IIl)
Compare the disk scheduling procedure-L3(Unit-4)
Outline the security concepts and its threats-Udit-V)

oA WNE
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Model Question Paper

Model Questions Marks | CO | BTL
Unit - |

01 | a. | Analyze the three objectives of an OS design? 08 | L4
What is a process and explain how is the exacudontext of a 06 1| L2
process used by the OS?

What is the purpose of system calls, and howsykiem calls 06 1| L1
relate to the OS and to the concept of dual-moeené-mode
and user-mode) operation?

OR

02 Explain the distinction between a real address anvirtual| 08 1] L2
address.

List reasons why a mode switch between threamsle cheaper 06 1| L1
than a mode switch between processes.

In the discussion of ULTs versus KLTs, it wasnped out that a 06 1| L5
disadvantage of ULTsis that when a ULT executegstem call,

not only is that thread blocked, but also all af threads withir

the process are blocked. Why is that so?

03 Explain the three contexts in which concurremntse® 08 2| L5
Explain the basic requirement for the executiddnconcurrentf 06 2| L2
processes?

Is busy waiting always less efficient (in terofsusing processor 06 2| L2
time) than a blocking wait? Explain.
OR

04 Distinguish between binary and general semapfores 08 2| L4
Explain the three conditions that must be pret@andeadlock tg 06 2| L2
be possible?

Evaluate the banker’s algorithm for its usefata an OS. 06 2 L5

05 What are some reasons to allow two or more psesa® all have 08 3| L1
access to a particular region of memory?

Compare internal and external fragmentation? 08 | L4
Consider a dynamic partitioning scheme. Show, i average, 06 3| L5
the memory contains half as many holes as segments.

OR

06 Distinguish between simple paging and virtual menpaging? 08 3 L4
Why is it not possible to enforce memory pratectat compile, 06 3| L1
time?

A process references five pages, A, B, C, D, &ndn the| 06 L5
following order: A; B; C; D; A; B; E; A;B; C; D; E

Assume that the replacement algorithm is firstiigtfout and

find the number of page transfers during this seqeeof

references starting with an empty main memory \htlee page

frames. Repeat for four page frames.

07 Explain the differences among long-, medium-, ahdrt-term| 08 4| L2
scheduling.
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b | Explain some of the key issues in the desig®8fsupport for 06 4| L2
/0.
c | Consider a program that accesses a single M@aland compare 06 4 | L5
un buffered I/O to the use of a buffer. Show thwed tise of the
| buffer can reduce the running time by at most &ofaaf two.
OR
08| a | Analyze the principal design issues for secondsigrage 08 4| L4
management.
b | Explain the I/O mechanisms in UNIX, Linux, andnidows 7 06 L2
c | Briefly define the seven RAID levels. 06 4 11
|
09| a | What are the fundamental requirements addresgezbripputer; 08 5| L1
security?
b | Distinguish between passive and active secthiats? 06 L4
c | Consider an automated teller machine (ATM) iniclwhusers 06 5| L5
provide a personal identification number (PIN) adard for
account access. Give examples of confidentialityegrity, and
availability requirements associated with the sysend, in each
| case, indicate the degree of importance of theirement.
OR
10| a | Explain key aspects of root kits. 08 5 L2
b | Compare between a bot and a root Kit. D6 5 |L4
c | Assume that passwords are limited to the usbeB5 printable 06 5| L5

ASCII character sand that all passwords are 1Oachens in
length. Assume a password cracker with an encnyptate of 6.4
million encryptions per second. How long will itkia to test
exhaustively all possible passwords on a UNIX sySte
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Course Title:INTERNET ENGINEERING
Course Code: P13EC754 Semester: VII| L-T-P:4-0-0 | Credits: 4
Contact Period - Lecture: 52 Hrs.; Exam: 3 Hrs. | Weghtage: CIE: 50 %; SEE:50%

Prerequisites:
1. Computer Communication Network- P13EC62

Course Learning Objectives (CLOS):

This Course aims to;

1.Study the growth of computer networking, multyphg) and dialup modems.

2. Provide knowledge on packets, error detectiohrtgjues and network topologies.
3. Analyze LAN wiring schemes, protocol layering TaCP/IP and OSI.

4. Discuss the concepts of internetworking, unigessrvice and architecture.

5. Provide an overview of IP and its addressingsus and ICMP for error reporting.
6. Study the TCP for reliable transport and fun@idy of client server interaction.

Relevance of the Course:
1. Multimedia Communications. —-P13EC763

Course Content
UNIT-I

Introduction: Growth of computer Networking, Complexity in Netwd8ystems, Mastering
the complexity, Concepts and Terminology.
Long — Distance Communication: Introduction, Sending signals across long distances
Modem Hardware used for modulation and demodulaticsased analog data circuits,
Optical, Radio Frequency and Dialup modems, Carfieequency and multiplexing,
Baseboard and broad band technologies, Wave ledgtision multiplexing Spread
Spectrum, Time Division multiplexing.
Text1:1.1-1.4,6.1-6.10 10 Hrs

UNIT-II
Packets, Frames error detectionintroduction, the concept of packets, Packets ante¥
Division Multiplexing, Packets and Hardware FramBgte Stuffing, Transmission Errors,
Party Bits and Party Checking, Probability, Math&osaand Error Detection, Detecting
Errors with checksums, Detecting Errors with CycRedundancy checks, Combining
Building Blocks, Burst Errors, Frame Format andoEiDetection Mechanisms.
LAN Technologies and Network Topology: Introduction, Direct PoirtPoint
Communication, Shared Communication Channels, fitgnice of LANs and Locality of
Reference, LAN Topologies, Example Bus Network: detlet, Carrier Sense of Muli
Access Networks, Collision Detection and Back offt wCSMA/CD wireless LANs and
CSMAJ/CA, Example Bus Network: Local Talk, Examplen& Network: IBM Token Ring,
Example Ring Network: FDDI, Example Star NetworkE M.
Text1:7.1-7.13,8.1-8.13 10 Hrs

UNIT-III
LAN Wiring, Physical Topology and Interface Hardware: Introduction, Speeds of LANs
and computers, Network Interface Hardware, The eomon between A NIC and a network,
Original Thick Ethernet wiring. Connection Multipdag, Thin Ethernet Wiring, Twisted
Pair Ethernet, Advantages and Disadvantages ohgvischemes, The Topology Paradox,
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Network interface Cards and wiring schemes, WiriSghemes and other Network
Technologies.

Protocols and Layering: Introduction, The need of Protocols, Protocol Suite Plan for
Protocol Design. The Seven Layers, Stacks: Lay&eftware, How Layered Software
Works, Multiple, Nested Header, the Scientifics iBasr Layering, Techniques Protocols
Use, the Art of Protocols Design.

Internetworking: Concepts, Architecture and Protocds: Introduction, The Motivation for
Internetworking, The concepts of Universal servidejversal Service in a Heterogeneous
World, Internetworking, Physical Network connectiaith Routers, Internet Architecture,
Achieving Universal Service, A Virtual Network, Rogols for Internetworking, Significance
of Internetworking and TCP/IP, Layering and TCPRRtocols, Host Computers, Routers
and Protocol Layers.

Text1:10.1 - 10.11, 10.14, 16.1 - 16.11, 17.7 43 11 Hrs

UNIT-IV
IP: Internet protocol Addresses: Introduction, Addess$or the Virtual Internet, The IP
Addressing Scheme, The IP Addressing Hierarchysseéls of IP Addresses, Computing the
class of an address, Dotted Decimal Notation, owiof the Address Space, Authority for
addresses, An addressing Example, Special IP AseseSummary of Special IP addresses,
The Berkeley Broadcast Address Form, Routers aedIRhaddressing Principle, Multi—
Homed Hosts.
An Error Reporting Mechanism (ICMP): Introduction, Best — Effort Semantics and Error
Detection, Internet Control Message protocol, ICNfessage Transport, Using ICMP
Messages to test Reachability, using ICMP to Tradeoute, Using ICMP for path MTU
Discovery.
Text 1:18.1 - 18.11, 18.17 — 18.21, 23.1 — 23.8 10 Hrs

UNIT-V
TCP: Reliable Transport Service: Introduction, The Nded Reliable Transport, The
Transmission Control protocol, The service TCP Rles to Applications, Erdo—End
Service and Datgrams, Achieving Reliability, Packet Loss and Redraission, Adaptive
Retransmission, Comparison of Retransmission TilBe&ers, Flow Control and Windows,
Three-way Handshake, Congestion Control, TCP Segment &orm
Client—Server Interaction: Introduction, the functionality Application sofare provides, the
functionality an Internet provides, Making ContacThe clientserver paradigm,
Characteristic of clients and services, Server anmmg and serveclass computer, request,
Responses and direction of Data flow, Transportdeads and Client server Interaction,
Multiple services on one computer, identifying atigalar service Multiple copies of a
Server for a single service, Dynamic Server Creaticansport protocols and Unambiguous
communication, Connectienriented and connectionless transport, A servicacRable
through Multiple protocols, complex Clief8erver Interactions, Interactions and circular
Dependencies.
Text1:25.1 - 25.13, 28.1 — 28.18 11 Hrs

Text Books:
“Computer Networks and Internets”, D.E. Comer, Beay 4" Edition.

Reference Books:
1. “Internet and Internet Engineering”, D. Minoli — THM
2. “The complete reference Internet”, N.L. Young — TMH
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Course Outcomes

After learning all the units of the course, the stdent is able to;

1.

2.

3.

Describe growth, complexity of computer Networkargd multiplexing with
modulation schemes.-L2 (Unit-I)

Describe error detection techniques, packet frapliAdN topology and channel
access schemes.-L2 (Unit-11)

Summarize NIC operation and wiring schemes. Expglagnprotocols used to solve
some of the problems in computer network.L2 (UH)t-I

Analyze addressing schemes and error reporting amesiin. L4 (Unit-1V)

Outline some of the most interesting client semtaractions and TCP reliable
service mechanism. L1(Unit-V)

Distinguish between connection oriented and conmaetss transport.- L2 (Unit-V)
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Model Question Paper

Q QUESTIONS
NO "
Unit-I 4 )
S| O 3
= | O | 1
1. a) | Explain why each radio station in an areatrbesassigned a unique carrjeé8 | 1 | L2
frequency.
b) | Calculate the S/N ratio of a modem has a date of 56000bits per second{ 6 |1 | L4
the bandwidth of the line is 4000Hz.
c) | Compare TDM and FDM. 6 |1 |L4
2. a) | List the advantages of multiplexing. 6 |1 |L1
b) | Explain wavelength division multiplexing. gl | L2
c) | Define unicast, multicast, and broadcastrestks. Explain the meaning|/d |1 | L1
each.
Unit-II
3. a) | Discriminate the characteristics of LANs, M&Nind WANS. 10 2| L4
b) | Examine collision detection and preventiohene. 10| 2| L2
4. a)| Discuss the self healing token passing rmétvapology 10| 2 | L2
b) | Compare point to point and shared communicatiommbla 10 2 | L4
Unit-1ll
5. a)| Write the advantages and disadvantagesrofgrschemes. 6| 3| L3
b) | Explain the connection between NIC and a Network. 8 | L2
c) | Explain twisted pair internet. 4 |3 | L2
6. a)| Describe seven layer protocol reference inode 10| 3 | L2
b) | Sketch and explain sliding window protocol. 10 B |3
Unit-1V
7. a)| Listthe ICMP messages with type. 8 |4 | L1
b) | Describe the function of trace root in relatiod@P messages. 8| 4 L2
c) | Compare CIDR and classful addressing sckeme 4 | 4 | L4
8. a)| Write the TCP segment format and explaifietds. 10, 4 | L3
b) | Design a protocol that reliably allows the two pags to agree tpl0 | 4 | L5
communicate. Give your design to someone, and feabkey can find 3
sequence of loss, duplication, and delay that m#ieprotocol fail. Assume
that messages sent between two programs can bellgdicated, delayed, or
delivered out of order.
Unit-V
9. a)| List the complex client server interactions. 8 |5 | L1
b) | Explain client server using TCP/IP protocol to coaomicate across anl2 | 5 | L2
internet.
10.a) | Describe multiple copies of server for a lErsgrvice. 8| 5| L2
b) | Compare connection-oriented and connection leaspiat. 6 | 5| L4
c) | List the characteristics of clients and serv 6 |5 | L1
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Course Title: Speech Processing
Course Code: P13EC761 | Semester: VII| L—-T—P:2—1 -0 Credits: 3
Contact Period -Lecture:52Hrs.;Exam: 3Hrs.| Weightage: CIE: 50% SEE: 50%

Prerequisites:
1. Digital Signal Processing. -P13EC44

2. Fundamentals of Signals. -P13EC36
3. Engineering Mathematics -3 & 4
Course Learning Objectives (CLOS):

This course aims to

Provide knowledge of basic characteristics of shpeec

Provide the basic knowledge of speech productiocha@sm and their classification
Describe different digital models of speech

Explain the various methods & algorithms of spegi@tessing in time —domain.
Describe the frequency domain methods of speedatepsing.

Design the filters for harmonic analysis.

Understanding the concept of homorphic speech processing.

Provide the knowledge on different application péasch processing.

N~ WNE

Course Content
UNIT — |
Production and Classification of Speech Soundsintroduction, mechanism of speech
production.
Acoustic phonetics:Vowels, diphthongs, semivowels, nasals, fricatigtsps and affricates.
10 Hrs

UNIT — I
Time—Domain Methods for Speech Processingtime dependent processing of speech,
shorttime energy and average magnitude, shionie average zero crossing rates. Speech vs.
silence detection, pitch period estimation usingalpel processing approach, shdiine
autocorrelation function. Brief Applications of tporal processing of speech signals in
synthesis, enhancement, hearing applications &aa speech. 11 Hrs

Unit-IlI
Frequency Domain Methods for Speech Processingtntroduction, definitions and
properties: Fourier transforms interpretation anddr filter interpretation, sampling rates in
time and frequency. Filter bank summation and @peddd methods for shetime synthesis
of speech, sinusoidal and harmonic plus noise ndetfi@analysis/synthesis.

11 Hrs

Unit-IV
Homo-morphic Speech Processing & Introduction to LE analysis :Introduction, home
morphic system for convolution, the complex cepstrof speech, Pitch detection, Formant
Estimation homemorphic vocoder, Basic principles of Linear Pregietanalysis
Basic principles of Linear Predictive Analysis, TAetocorrelation Method, The Covariance

Method. 10 Hrs

Unit-V
Applications of Speech ProcessingBrief applications of speech processing in voice
response systems, hearing aid design and recagsifgiems. 10 Hrs
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TEXT BOOK:
1. “Digital Processing of Speech Signals”, L. R. Rabiand R. W. Schafer, Pearson
Education Asia, 2004.

REFERENCE BOOKS:
1. “Discrete Time Speech Signal Processing”,T. F. (@uatPearson Education Asia,
2004.
2. “Speech and Audio Signal Processing: Processing Rerdeption of Speech and
Music”, B. Gold and N. Morgan, John Wiley, 2004.

Course QOutcomes
After learning all the units of the course, the stdent is able to
1. Discuss the mechanism of speech production and-afme of different sounds. — L1
(Unit—=1)
2. lllustrate the Acoustic phonetics. — (Unit 1)
3. Discuss and apply various methods & algorithmsspafech processing techniques in
time domain. — L3 (Unit — 11)
4. Apply various methods & algorithms of speech pssaogg techniques in frequency
domain and design filer bank for harmonic analysi4 .3, L4 (Unit — 111)
Explain the concept of Homo—morphic Speech Proogsaind LPC. — L2 (Unit — V)
Discuss the various applications of speech proegssiL2 (Unit — V)

oo
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Model Questions Marks | BTL | CO
UNIT-I
1. (a) Describe the speech production mechanism and fyehtierent 10 L1
categories of excitation.
(b) Draw a vowel triangle, showing the appropriate posi of 10 L4
vowels in English. Explain its significance.
OR
2. (a) Define the following and explain their way of pradion:
i. Vowels 10 L1
i.  Diphthongs COo1
li.  Semivowels
iv.  Nasals
(b) Discuss applications of speech communication. 10 L2
UNIT-II
3. (a) Explain speech V/S silence discrimination basedsbort time| 10 L2
energy and short time average zero crossing rates.
(b) Explain short time energy and short time average zeossing 10 L2
rate.
OR CO2
4. (a) Explain in detail, the pitch period estimation,ngsparallel 10 L2
processing approach.
(b) Explain shorttime energy and average magnitude. 10 L2
UNIT-I
5. (a) With a neat diagrams, discuss the filter bank sutitmanethod 10 L2
for short time synthesis.
(b) Explain linear filtering interpretation of shortnte Fourier, 10 L2
transform.
OR CO3
6. (a) Explain overlap add methods for shaime synthesis of 10 L2
speech{b) With a neat diagrams, discuss sampling rates ire tim 10 L2
domain and frequency domain.
UNIT-IV
7. (a) Explain the harmonic Vocoder. 10 L2
(b) Discuss the properties of complex cepstrum of blstsequence; 10 L2
OR
8. (a) Compute the gain of linear predictive model forthebiced and 10 L3 CO4
unvoiced.
(b) Derive an expression for minimum mean square refoo 10 L4 CO5
autocorrelation function and write the autocorielat Toeplitz
matrix.
UNIT-V
9. (a) Explain the meaning of speech synthesis, usingekldiagram; 10 L2
explain the different steps in speech synthesis.
(b) With neat block diagram, briefly explain multipdggital voice| 10 L2
response system.
OR CO5
10. (a)With neat block diagram, explain voice responséesydased on 10 L2
format coded words.
(b) Explain speaker verification system. 10 |L2
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Course Title: Biomedical Signal Processing

Course Code: P13EC762 Semester: | L-T-P:2-1-0 | Credits: 3
Contact Period - Lecture: 52Hrs, Exam: 3Hrs. | Weighage: CIE: 50 %; SEE: 50%

Prerequisites:
1. Fundamentals of signals — P13EC36

2. Digital signal processing — P13EC44

Course Learning Objectives (CLOS):
This Course aims to;
1. Provide the knowledge of microprocessor for gsiredical instruments.
2. Analyzing the characteristics of ECG signal.
3. Analyzing all integer filters in digital form.
4. Understanding the use of Adaptive filters amphal averaging in signal processing.
5. Explain the role of data reduction techniquesigmal processing.
6. Analyzing high performance VLSI signal procegsin

Relevance of the Course:
This course helps students who are interested mtircong research/ further studies in the
field of,

1. Biomedical Engineering.

2. VLSI in Digital Signal Processing.

Course Content

UNIT —1
Introduction to Computers in Medicine: Characteristics of medical data, what is a medical
instrument, Iterative definition of medicine, Evban of microprocessor based systems, the
Microprocessor based medical instrument, Softwasegh of digital filters.
Electrocardiography: Basic Electrocardiography, ECG lead systems, ECG@Gnasi
characteristics.
Text: 1.1to 1.6 and 2.1 to 2.3 11 Hrs

UNIT — I
Basics of Digital Filtering: Digital filters, the z transforms, elements of gitdil filter, Types
of digital filters, transfer function of a differgal equation, the-zlane pole zero plots, and
the rubber membrane concept.
Integer Filters: Basic design concept, Low pass integer filtershipigss integer filters, Band
pass and Band Reject integer filters, the effediliei cascades, other fast operating design
techniques.
Text: 4.1to4.7and 7.1to 7.6 11 Hrs

UNIT — 1l
Adaptive Filters: Principal noise canceller model, -89z adaptive canceling using a sine
wave model, other applications of adaptive filtgrin
Signal Averaging: Basics of Signal averaging, signal averaging agyigadl filter. A typical
average, Software for signal averaging, limitatiohsignal averaging.
Text: 8.1t0 8.3 and 9.1 t0 9.5 10 Hrs

UNIT — IV
Data Reduction Techniques:Turning point algorithm, AZTEC algorithm, Fan algbm,
Huffman coding.
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Other Time—And Frequency—-Domain Techniques:The Fourier Transform, correlation,
convolution, power spectrum estimation.
Text: 10.1t0 10.4 and 11.1to 11.4 10 Hrs

UNIT -V
ECG Analysis Systems:ECG interpretation, ST segment analyzer, Portable arrhythmia
monitor.
VLSI in Digital Signal Processing:Digital signal processors, high performance VL$hsil
processing, VLSI applications in medicine, VLSI sers for biomedical signals, VLSI tools,
choice of custom, ASIC or of the shelf components.
Text: 13.1t0 13.3 and 14.1 to 14.6 10 Hrs

Text Books and Reference Books
1. “Biomedical Digital Signal Processing”, W.J. Tom&s+ PHI, 2001.
2. “Understanding Digital Signal Processing”, Lyonéddison Wesley.

Course Outcomes
After learning all the units of the course, thedgtot is able to;
Define ECG and its role in biomedical signal preteg.-L1
Explain the role of integer filters in biomedicaysal processing.-L2
Interpret how signal averaging is used for sigmallgsis?-L3
Explain the role of Fourier transform in data retibuttechniques.-L2
Analyze the role of fast operating design technéguaesignal processing.-L4
Summarize the role of VLSI sensors in biomedicgihal processing.-L5

oA WNE
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Model Question Paper

Model Questions M (6{0) BL
UNIT-I
1. (a) Summarize the characteristics of medical data. 05 L5
(b) Hlustrate microcomputer based medical instrument. 08 Co1 L3
(c) Explain briefly basic elements of a medical instemtation| 07
system. L2
OR
2. (a)Sketch and explain ECG signal Characteristics. 06
(b)What are the two types of electrodes used in EG@%ch of L3
them is popular? Why? 06 L1
(c) Explain the working of 12 lead ECG systems. CO1
08 L2
UNIT-II
3 (@) The z-transform of a filter is given by 10 L4
_ 1-z72 CO2
H(Z)  1-1.0605Z71 +0.5625Z72
Calculate i) amplitude response ii) Phase response?
(b) If the output sequencd# a digital filter is {1,3,2}in respons 10 L3
to a unit impulse, what is the transfer fiumet of this filter?
Draw the poles & zeros of this transfer functionnt@ning the
ROC.
OR
4 (a) Explain placement of poles and zeroes in terfsihction. 10 CO2 L2
(b) Analyze the effect of filter cascades. 10 L4
UNIT-I
5. (a) What are the advantages of an adaptive filt&@&sign an 08 L1
adaptive filter using LMS algorithm. CO3
(b)Discuss briefly any two applications of adaptiveefi 04 L2
(c) Analyze how a sine wave model is used for 60Hz t&daj 08 L4
cancellation.
OR
6. (aListthe characteristics of noise and sigmalsignal averaging
techniques. Explain a typical signal averager \iih help of block L1
diagram. 10
(b) Show that signal averaging ioyas the SNR by a factor pof CO3
Ym, where m is the number of sweeps considetiat are the L3
limitations of signal averaging? 10
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UNIT-IV
1. (a) Given a sequence of 28 datapoints
{1,1,1,1,1,1,1,2,2,2,2,2,2,3,3,3,3,3,4,4,4,4, 5667}, lllustrate| 06 L3
Huffman coding.
(b) What is a data reduction algorithm? Explaissly and losslegs06
data compression. Classify the four data reductigorithms into CO4 | L1
these categories. 08
(c) With an example, illustrate angblexn turning point algorithm.
OR L3
8.(a) Explain the importance of parseval’'s theorem. 08
(b) Employ the concept of fast fourier transfamdata processing. | 06 CO4 L2
(c) Compute correlation in frequency domaith an example. 06 L3
L3
UNIT-V 10
9. (a) With a block diagram, explain the poktabarrhythmia
monitor CO5 L2
(b) Summarize the portable arrhydnnmonitor, with a block 10
diagram. L5
OR 06
10. (a) Analyze the role of VLSI sensors in biontatisignal L4
processing. 04 CO5
L4
(b) Compare general purpose microprocessor & DSPs. 10
(c) Differentiate between systolic aga@and wave front arrays. Which
would operate more efficiently? L4
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Course Title: Multimedia Communications
Course Code: P13EC763 | Semester: VII| L-T - P : 2 -2 - (] Credits:3
Contact Period - Lecture:52Hrs.;Exam: 3Hrs.\ Weightage: CIE: 50% SEE: 50%

Prerequisites
1. Information theory and coding-P13EC53

2. Digital Communication-P13EC54
3. Computer Communication Networks-P13EC62

Course Learning Objectives

This course aims to

Explain the types of multimedia network and its laggions.

Describe the digitization principles of text anchiges.

Provide the understanding of digitization techngoéaudio and video.
Discuss the compression techniques of differentianed

Describe the standards related to multimedia conicatian.

Explain the concepts of World Wide Web.

Explain the types of multimedia network and its laggions.

NookrwhE

Relevance of the course
1. Data compression-P13EC845
2. Error Control Coding-P13EC834

Course Content (Syllabus)

UNIT —1
Multimedia Communications: Introduction, Multimedia information representatjo
Multimedia networks, Multimedia applications, Apgtion and networking terminology.
Text:1.1t0 1.5 10 Hrs

UNIT — I
Multimedia Information Representation: Introduction, Digitization principles, Text,
Images, Audio, Video.
Text: 2.11t0 2.6 10 Hrs

UNIT — 1l
Text and Image Compression:Introduction, Compression principle$ext compression,
Image compression.
Audio and Video Compression:ntroduction, Audio compression, Video compression.
Text: 3.1to0 3.4 and 4.1t0 4.3 11 Hrs

UNIT - IV
Standards for Multimedia Communications: Introduction, Reference model, Standards
relating to interpersonal communications, Standagtiging to interactive applications over
the internet, Standards for entertainment appbaoati
Text: 5.1t05.5 11 Hrs

UNIT -V
Entertainment Networks and High-Speed Modems:Introduction, Cable TV networks,
Satellite television networks.
The World Wide Web: Introduction, URLs and HTTP, HTML.
Text: 11.1 to 11.3 and 15.1 to 15.3 10 Hrs
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TEXT BOOK:
“Multimedia Communications, applications, networkgrotocols and standards”, Fred
Halsall, Pearson, Fifth Impression, 2011.

REFERENCE BOOKS:

1.

2.

3.

4.
5.

“Fundamentals of Multimedia”, Ze Nian li and Marl®ew, Pearson education,
2004.

“Multimedia: Computing, Communications and Applicats”, Ralf Steinmetz and
Klara Nabrsted, Pearson Education, 2004.

“Multimedia Communication Systems”, K.R Rao, Zor@n Bojkovic, Dragorad A.

Milovanovic, Pearson Education, 2004.

“Multimedia: Making it Work”, Tay Vaughan, Tata Mc&w Hill, 2004.

“Multimedia Information Systems”, PallapaVenkatardmearson Education, 2005.

Course Outcome (CO)

After learning all the units of the course, the stdent is able to
01 Describe the different types of multimedia netwarid its applications. — L1 (Unit —

)

02 Explain the digitalization principles related tdfdrent media. — L2 (Unit — II)
03 lllustrate the compression techniques of differaetia. — L3 (Unit — III)
04 Explain the reference model and standards relatedter personal communication. —

L2 (Unit — IV)

05 Define the standards related to interactive apgiina related to entertainment

applications. — L1 (Unit — IV)

06 Explain the concept of worldwide web. — L2 (UniV}-
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Model Question Paper

Model Questions

Marks

BTL

CO

UNIT-I
10. (a)Describe in detail with diagrams a circuit switchrestwork and &
packet switched network
(b)Explain the different QOS parameters associateti witpacket
switched network.
(c) Compute the maximum block size that should be usext a
channel which has a mean BER probability of 1f0the probability
of a block containing a error and hence being détgis to be 16,
OR
11.(a) With the help of a neat diagram, describe the warimodes o
multipoint conferencing operations.
(b) Calculate the propogation delay associated with ftilewing
communication channels
().  Connection through a private network of 1 km.
(i).  Connection through a PSTN of 200 km.
(c) Explain various network types associated with comigation
modes.

|

f

10

06

04

10

04

06

L1

L2

L3

L1

L4

L2

COo1

UNIT-II
12.(a) Explain the quantization procedures with the helpsuitable
waveforms
(b) Compute the time to transmit the following digitizenages a
both 64kbps and 1.5Mbps.
(). 640*480*8 VGA compatible image
(i).  1024*768*24 SVGA compatible image
(c)Explain the principle applied for digitization ofocument, its
schematic and digitization format.
OR
13. (a) Explain the following file formats :
()SIF (iHCIF (i Q.
(b) Differentiate between luminance and chrominancarpaters..
(c) Explain with a suitable diagram the base band spcof color
TV signed in NTSC system.

[

08

04

08

12

04

04

L2

L3

L2

L2

L4

L2

CO2

UNIT-III
14.(a) Explain the principle of operation of LZW compriessalgorithm
and how this is different from LZ algorithm.

(b)Describe the various stages of JPEG encoder w&laith of neat

schematic diagram.
(c) A file comprises of six different characters M,A\Y) and leack
of which occurs with a relative frequency of ogemce of
0.25,0.25,0.125,0.125,0.125 and 0.125 respectiveihe encoding
algorithm under consideration uses the following afecodewords
M=10, F=11, Y=010, N=011,0=000,1=001
Compute:
(1) The average number of bits per codeword with tgerghm.
(i) The entropy of the source.
OR
15. (a) With the help of a neat diagram, explain the openadf basic DPCM

-

signal encoder and decoder.

08

08

04

12

L2

L1

L3

L2

CO3
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(b) With an implementation schematic, explain the basiaciple of| 08 L2
H.261 video encoder.
UNIT-IV
16.(a) With aid of diagram describe the role of eachiwvé flayers off 07 L1
TCP/IP reference model.
(b)Explain two party call setup procedure using H.8a8 keeper. 06 L2 CO4
(c) Explain the process of interworking unit using H33fateway. 07 L2
OR
17.(a) Explain briefly the structure of interpersonal coomeation| 10 L2 CO5
standards for circuit mode networks.
(b) Explain the working of email over internet. 10 L2
UNIT-V
18.(a) With the help of neat schematic diagram explaia tble of| 08 L2
security gateway and proxy server.
(b)Explain the following: 12 L2
(). GEO satellite positioning
@i).  On board transponder sub system
CO6
OR
19. (a) Explain the following terms related to web:
(). HTTP 08 L2
(i).  HTML
(ii).  Hyper Text
(iv).  Hyperlink
(b) Give an example of URL that uses file method anglax one of, 06 L2
its uses.
(c) Explain the various principles of HTTP standard |ejapion 06 L2
protocol with the aid of a neat diagram.
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Course Title: Synthesis and Optimization of VIsi Gicuits

Course Code: P13EC764 | Semester:VII| L-T-P:21-0 | Credits: 3

Contact Period - Lecture:52Hrs.;Exam:3 Hrs.| Weightage: CIE: 50%; SEE: 50%

Prerequisites:
1. Digital Electronic circuits- P13EC33

2. Digital CMOS VLSI Design- P13EC52
3. Digital System Design Using Verilog- P13EC65

Course Learning Objectives (CLOS):

This Course aims to;

Provide the basic knowledge of semiconductor teldgies and algorithms.
Discuss the concept of graphs and Boolean algetat@pplications.

Define structural HDL and algorithms for logic nmmeation.

Describe algebraic model and optimization for thése system logic.
Explain the sequential circuit optimization.

Discuss the concept of scheduling algorithm foageptimization.

Explain problem formulation and analysis on FPGA

Describe the different types of simulators.

N~ WNE

Relevance of the Course:

1. ASIC Design —P13EC833
2. CCN and VLSI lab -P13ECL77
3. For project work and Graduate studies

Course Content
UNIT — |
Introduction:  Microelectronics, semiconductor technologies andcud taxonomy,
Microelectronic design styles, computer aided sgsithand optimization.
Graphs: Notation, undirected graphs, directed graphs, ooatbrial optimization,
Algorithms, tractable and intractable problems,oetgms for linear and integer programs,
graph optimization problems and algorithms, Boolagebra and Applicationd0 Hrs

UNIT = I
Hardware Modeling: Hardware Modeling Languages, distinctive featurssuctural
hardware language, Behavioral hardware languagésHiBed in synthesis, abstract models,
structures logic networks, state diagrams, data #ad sequencing graphs, compilation and
optimization techniques.
Two Level Combinational Logic Optimization: Logic optimization, principles, operation
on two level logic covers, algorithms for logic nmmzation, symbolic minimization and
encoding property, minimization of Boolean relason 11 Hrs

UNIT — 1l
Multiple Level Combinational Optimizations: Models and transformations for
combinational networks, algebraic model, Synthesitestable network, algorithm for delay
evaluation and optimization, rule based systenidgic optimization. 11 Hrs
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UNIT - IV
Sequential Circuit Optimization: Sequential circuit optimization using state basexlels,
sequential circuit optimization using network madel
Schedule Algorithms: A model for scheduling problems, Scheduling witlso@rce and
without resource constraints, Scheduling algorithfos extended sequencing models,
Scheduling Pipe lined circuits. 10 Hrs

UNIT -V
Cell Library Binding: Problem formulation and analysis, algorithms filrdry binding,
specific problems and algorithms for library bingliflookup table FPGA’'s and Anti fuse
based FPGA's), rule based library binding.
Testing: Simulation, Types of simulators, basic componefita simulator, fault simulation
Techniques, Automatic test pattern generation nustlidTPG), design for Testability (DFT)
Techniques. 10 Hrs

TEXT BOOKS:
1. “Synthesis and Optimization of Digital Circuits”@&anni De Micheli, Tata
McGraw-Hill, 2003.
REFERENCE BOOKS:
1. “Logic Synthesis”, Srinivas Devadas, Abhijit Ghosind Kurt Keutzer, McGraw
Hill, USA, 1994.
2. “Principles of CMOS VLSI Design: A System Perspeetj Neil Weste and K.
Eshragian, 2nd Edition, Pearson Education (Asia) BRd., 2000.
3. “VHDL for Programmable Logic”, Kevin Skahill, Peans Education (Asia) Pvt. Ltd.,
2000.

Course Outcomes
After learning all the units of the course, thedgtot is able to;

1. Explain the semiconductor technology, algorithmsldferent types of graphs-
L2(Unit-)

2. Describe Hardware modeling and algorithms for loginimization. —L1(Unit-11)

3. Create the Multiple Level Combinational Optimipeis.-L5 (Unit-III)

4. Define sequential circuit optimization and schealylalgorithms for delay
optimization.-L1(Unit-1V)

5. Explain problem formulation and analysis on FPGA different types of
Simulator and testing.-L2(Unit-V)
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Model Question Pap Marks | Levels| CO’s
Unit-I
1. a) Describe Microelectronic Design styles. Comarécontrast | 08 L1
custom and semicustom design st
b) What is synthesis? Discuss synthesis aspediffeent levels | 0€ L1
c) Discuss about the significance of optimizatioerircuits and it: | 0€ L2
limiting constraints.
OR
2. a)Explain tractable and intractable proble
b) Write a note on (i) Branch and Bound algoritlfiln.Greedy
algorithm. 08 L2
¢) Compute the shortest path weights of the graplwa in fig 1. 06 L1
By Bellman Ford algorithm show all the ste Co1
06 L3
Y .
Figure 1
Unit-II
3. a) Write a note on HDL used for synthe: 05 L1
b) Write a VHDL program for full adder using itsh@vioural anc
structural modelling capabilit 1C L1
c) Explain abstract model for structural represtoawith graph 05 L2
and netlist. CO2
OR
4. a) Explain the followng operator for logic minimizatic 08 L2
i) Expand ii) Reduce iii) Irredundant iv) Resh
b) Describe Espresso Minimis 06 L1
c) Write a note on Exact Logic Minimizatic 06 L1
Unit-IlI
5. a) Write a note o®ptimization of the Logic networ 06
b) With example, explain i) Elimination ii) Subsiiton iii) 06
Decomposition.
c) With example, explain single cube and multi cekpression 08 COo3
OR
6. a) Describe the Delay modeling and Detection Iskefaaths 10
b) Discussabout the significance of delay optimization algums 10
in synthesis of minimal delay circui
Unit-IV
7.a) Describe the following
(i) State Encoding for two level (ii) State Mininaitzon 06
b) What are benefits of stateachine decomposition and briefl 06 L1
describe the different state machine decomposi L1
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c) Define non-hierarchical synchronous logioatiwork. With an CO4
example show that the retiming a circuit reducesdélay of the critical 08
path.
OR L2
8 .a) Explain HU’s algorithm with an examples.
b) Explain Loop Folding with an examples. 06 L2
c) Describe Scheduling scheme with PipeliRedources. 06 L2
08 L1
Unit-V
1. a) Explain Look- Up table FPGAs. 06
b) Compare Algorithmic and Rule based library bivgi 08 L2
c) Describe the porcocess of Tree based coveridd@anlean 06 L1
covering. L1
OR 06 cos
2. a) Write a note on fault simulators.
b) Describe the ATPG (Automatic Test Patter Generation 08 L1
methods. 06
c) Write a note on DFT ( Design for testability). L2
L1
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Course Title:Computer Communication Network and VLS Laboratory
Course Code:P13ECL77 Semester: VIl | L—-T—-P:0-0-3] Credits: 1.5
Contact Period - Lab: 36Hrs.; Exam: 3 Hrs. | Weightag: CIE: 50 %; SEE:50%

=

No g

Course Learning Objectives (CLOS):

This Course aims to;
Provide the basic practical knowledge of compugtworks VLSI Design.
Write the program in ‘C’ to simulate bit/charactstuffing in frames, shortest path
algorithm, encrypt a given message and decrypt it.
Provide the understanding of throughput measurearhpower levels in throughput.
Provide the simulation of the three—node point tonp network with duplex links
between them.
Explain the routing protocols.
Design the schematic and layout for an Inverter.
Verify the design the Op-amp and DAC circuits wit@, AC and Transient Analyses.

Course Curriculum (Syllabus):

EXPERIMENTS:

A. CCN-EXPERIMENTSUSING C-PROGRAMMING

1. Write the C—program to simulate bit/character stigfin frames.
2. Write the C—program to simulate the shortest phgbrahm.

3. Write the C—program to encrypt and decrypt a givassage.

B. CCN-EXPERIMENTSUSINGHARDWARE/SIMULATION

1. Estimate and compare the through put by varyingitireber of clients.

2. Estimate and compare the throughput for differemmiwegr levels and data
communication protocols.

3. Simulateathree—nodepointtopointnetworkwithduplekdimetweenthem.Vary the
routing protocol and find the number of packetspgex.
4. Simulateafour—nodepoint—to—pointnetworkwiththelicdsnectedasfollows: n0—

n2,n1— n2andn2 — n3.ApplyTCPagentbetweenn0 — n3aRrthetweennl— n3.
Study Experiments:
Simple LAN.
The role of router in a network.
Static routing.
Dynamic routing.
How to configure network for browsing.

agrwnE

C. VLSI DESIGN
The design flow must consist of the following:
a) Draw the schematic and verify the following
» DCAnalysis
» TransientAnalysis
b) Draw the Layout and verify the DRC,ERC
c) Check for LVS
d) Extract RC and back annotate the same and veef{D#sign

DIGITAL DESIGN

01 Design thdNVERTER with given specifications.
02 Design thdNAND and NOR with given specifications.
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Note: Verify and Optimize for Time, Power and Area te tjiven specifications.

ANALOG DESIGN
03 Design the following for the given specifications
I.  Common Source Amplifier
[I.  Common Drain Amplifier
lll. Single—Stage Differential Amplifier
04 Design arop—ampfor given specifications using differential ameifi
05 DesigndbitR—2RbasedDAGorthegivenspecifications.

Course Outcomes:
After learning all the experiments of the course,he student is able to;

01.Write the program in C to simulate bit/characteiffstg in frames. — L3

02.Develop the shortest path algorithm and prograbb —

03. Generate the program for encrypting and decryghieggiven message. — L5

04.Test the throughput measurement and power levélsanughput. — L4

05.Generate the three—node point—to—point network wiiplex links between them.
Vary the routing protocol and find the number oflgets dropped. — L5

06. Design the schematic and layout for an Invertéss —

07.Design the schematic and layout for the NAND andRNO L5

08. Design the Op—amp and 4—-bit R—2R base@ Difcuits and verify DC Analysis, AC
Analysis and TransientAnalysis. — L5

Topic learning outcome:
After learning all the experiments, the student isable to
01. Apply bit stuffing for the frame formats
02. Find the shortest path between node A and B miven network using Dijkastra’s

Algorithm °

03. Perform the following operation for the giveratal using substitution method
“WELCOME TO PESCE MANDYA” (a)Encrypt (b) Decrypt ¢houtput of (a)

04. Design and analyze CMOS inverter using 0.12@chmology.

05. Design and verify the truth table of NAND an@R gates.

06. Design common source and common drain amplret verify the output for Vin =

0.001v.

07. Design op-amp using differential amplifier awvetify the output for differential input
values.

08. Implement a 4-bit R-2R DAC for R=10Kand verify the analog output for various
digital inputs.
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Course Title:Embedded and Real Time System Laboraty
Course Code:P13ECL78 | Semester: VII| L-T—-P:0-0-3 | Credits: 1.5
Contact Period - Lab: 36Hrs.; Exam: 3 Hrs. | Weightag: CIE: 50 %; SEE: 50%

Course Learning Objectives (CLOS):

This course aims to

Outline the features of Linux operating system.

Expose to the basic commands in Linux.

Provide the working environment with the Vi editor.

Explore the shell programming concepts.

Provide the procedure to conduct the experimergmbedded system.
Demonstrate the working of serial communigatiderfaces.

ok wNE

Course Curriculum (Syllabus):

EXPERIMENTS:
A. LIST OF EXPERIMENTS IN LINUX PROGRAMMING

Familiarization of features of LINUX Linux commands, file manipulation commands
editor, directory commands, /O re—direction, pip@sd filters, file protection process
commands, shell programming, system programming

Exercises:
01 Write a program to display a message.
02 Write a program to create 3 threads using semaphw@eagement and to print
alphabets A, B, C each ten times.
03 Write a shell script to check whether a given gftigha palindrome or not.
04 Write a menu driven shell script for convertingtak capital letters in a file to a small
case letters and vice versa.
05 Write a menu driven shell script for displaying tlmesult” as ‘pass’ or ‘fail’ using
criteria given.
06 Write a menu driven shell script to perform thddwaling operations.
a. Enter the five names in the file.
b. Sort the names in existing file.
c. List unsorted and sorted file.
d. Quit.

LIST OF EXPERIMENTS IN EMBEDDED SYSTEM PROGRAMMING
Write embedded C program for the following

01 To toggle LED.

02 To glow an LED when switch is pressed.
03 To send / receive data through UART port.
04 To transfer a file from host to board.

05 To obtain a string from the host system, calculbéeeCRC and send CRC value back

to the host system.
06 To encrypt a string received from a serial porngsa simple encryption algorithm
and test the program using suitable message.
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Course Outcomes:
After conducting all the experiments the student isble to
01 Memorize the Linux commands usage with the systebi
02 Use the VI Editor for writing the program. — L3
03 Discuss the process oriented commands. — L2
04 Distinguish between the Linux and windows workimyieonments. — L2
05 Model the file transfer from host to board. — L4
06 Use the commands to make LED glow. — L3
07 Point out the function of UART port. — L4
08 Calculate the CRC for a given data packet. — L4
09 Construct the encryption algorithm with an examplé5
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VIl Semester
Course Title: Satellite Communication
Course Code: P13EC81 | Semester:8] L-T—-P:2-0] Credits: 3
Contact Period - Lecture: 52 Hrs.; Exam:3 Hrs.| Weightage: CIE: 50%; SEE: 50%

Prerequisites:
1. GSM communication and networks —P13EC71

2. Analog and Digital communication Theory — P13EC42/5
3. Microwave Devices and Integrated circuits — P13EC63
4. Antenna and wave propagation- P13EC46

Course Learning Objectives
This course aims to
1. Provide an idea of different frequency bands atleddo satellite communications.
2. lllustrate how Kepler's law of planetary motion bpplied to the case of geo-
stationary satellite.
Provide details about stabilizing a satellite.
Examine the concepts of MATV and CATV.
Distinguish between pre-assigned and demand-asktgai@ic in relation to a satellite
communications network.
6. Describe the general operating principles of a TDivgAwork.
7. Examine and noise factor with respect to satetlii@munication.
8. Examine the technical parameters used in measAfiNgperformance?
9.
1

ok w

Provide an overview of the process of video congioesand audio compression.
0.Provide details about the classification of satsli

Relevance of the Course:
This course helps students who are interested ntinrtong research/ further studies in the
field of,

1. Wireless communications

Course content (Syllabus)
UNIT —1

Overview of Satellite Systems:ntroduction, frequency allocations for satellitensces,
INTELSAT.
Orbits and Launching Methods: Introduction, Kepler’s first law, Kepler's seconaw,
Kepler’s third law, definitions of terms for eartinbiting satellites, orbital elements, apogee
and perigee heights, orbit perturbations effecta oon spherical earth, atmospheric drag ,
inclined orbits, calendars, universal time, Julilates, sidereal time.
The Geostationary Orbit: Introduction, antenna look angles, the polar ni@ntenna, limits
of visibility, near geostationary orbits, earthipse of satellite, sun transit outage, launching
orbits.
Text:1.1t01.3,2.1t0 2.8, 2.8.1, 2.8.2, 2.9,P1t0 2.9.4, 3.1 t0 3.8 11lhrs

UNIT = I
The Space Segment:Introduction, power supply, attitude control, Sping satellite
stabilization, momentum wheel stabilization, statikeeping, thermal control, TT&C
transponders, the wideband receiver, the input déipiexer, the power amplifier the
antenna subsystem.
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The Earth Segment: Introduction, receive—only home TV system, thedoot unit, the
indoor unit for analog(FM) TV, master antenna T\étgyn, Community Antenna TV system,
Transmit— Receive earth stations.

Text: 7.1t07.8,8.11t0 8.5 11hrs

UNIT -1l
Satellite Access Introduction, single access, pre—assigned FDMAmBnd- assigned
FDMA, Spade system, bandwidth limited and powmrited TWT amplifier operation,
FDMA downlink analysis, TDMA, reference burst, pmgae and post amble, carrier
recovery, network synchronization, cedesision multiple access, direefequence spread
spectrum, the code signal c(t), acquisition andkiray, spectrum spreading dispreading,
CDMA throughput.
Text: 14.1to 14.7, 14.7.1t0 14.7.4, 14.10, 14.16.14.10.5 10hrs

UNIT - IV
The Space Link Introduction , Equivalent Isotropic Radiated poweansmission losses,
free—space transmission, feeder losses , antersaigniment losses, fixed atmospheric and
lonospheric losses, the link power budget equatystem noise, antenna noise, amplifier
noise temperature, amplifier in cascade, noiseofaatoise temperature of absorptive
networks, overall system noise temperature, cafigy — noise ratio, the uplink, saturation
flux density, input back off, the earth station HPBownlink, output back—off, satellite
TWTA output.
Satellites in Networks: ATM over satellite, satellite links and TCP, entiag TCP over
satellite channels using standard mechanisms {R#&8) requests for comments, split TCP
connections, asymmetric channels.
Text: 12.1to0 12.8, 15.5, 15.9 to 15.13 10 hrs

UNIT -V
Direct Broadcast Satellite (DBS) Televisionintroduction, orbital spacing, power rating and
number of transponders, frequency and polarizatransponder capacity, bit rates for digital
television, MPEG compression standards, forwardresorrection (FEC), the home receiver
outdoor unit(ODU), the home receiver indoor unitd) downlink analysis, uplink, high
definition television (HDTV)}-HDTV displays, video frequency Bandwidth.
Satellite Mobile and Specializes Servicedntroduction, satellite mobile services, VSATS,
radar sat, global positioning satellite system (I B8&-comm, iridium.
Text: 16.1t0 16.14,17.1to 17.7 10hrs

TEXT BOOK:
“Satellite Communications”, Dennis Roddy" £dition, Special Indian Edition 2009, 11
reprint 2013 McGrawHill

REFERENCE BOOKS:
1. “Satellite Communications”, Timothy Pratt, CharlBsstian and Jeremy Allnutt, 2nd
Edition, John Wiley & Sons, 2008
2. “Satellite communications systems engineering”, Wilchand, H.L. Suyderhoud,
R.A. Nelson, 2 edition, Pearson education.2007.
3. “Satellite Communications”, Anil K.Maini, VarshaAawal, 3° Edition, Wiley India
Pvt.Ltd, Reprint, 2012
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Course Outcomes

After learning all the units of the course, the stdent is able to;

1.

w N

ok

Analyze the principles, concepts and operatioratélte communication systems.-
L4 (Unit—1)

Examine the concepts of space segment and eartteség L4 (Unit — I1)

Explain the concepts of TDMA, FDMA and CDMA withgpgect to satellite
communication.- L3 (Unit — III)

Determine the concepts of signal propagation afetb (Unit — 1V)

Summarize the concepts of satellite services t@m® mobile.- L2 (Unit — V)
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Model Question Paper

Model Questions Marks CO|BTL
Unit - |

0l1|a.|Comparisons are sometimes made between sateltito@rcal fiore 08 | 1| L4
communication systems. State briefly the areagpfietions wher
each system is best suited.
What is meant by look angles? Explain them witlererfice to a gep-06 | 1| L1
stationary satellite and the earth station.
A satellite is orbiting in the equatorial plane lwé period from 06 | 1| L1
perigee to perigee of 12 h. Given that the ecadtytris 0.002
calculate the semimajor axis.

OR

02|a |Explain the effect of eclipse on the orbital motafra satellite. 08| 1 L2
Analyze how carKepler's law of planetary motion be applied to| 06 | 1| L4
case of geo-stationary satellite?
Calculate the time in days, hours, minutes, andrssx for the epoq¢ 06 | 1| L5
day 324.95616765.

03|a |What are the attitude and orbit control sub-systxplain how they 10 | 2| L5
perform their functions.
Explain different methods for stabilizing a satelli 10 | 2| L2

OR

04|a |With the help of a block diagram, briefly explaimetfunctioning o0 10 | 2| L2
the indoor receiving unit of a satellite TV recaigisystem intende
for home reception.
Explain with a block diagram the working of receiygart of eartf 10 | 2| L5
station.

05|a [Explain what is meant by a single access in refatm a satellitt 08 | 3| L2
communications network. Give an example oftiype of traffic routs
where single access would be used.
Distinguish between pre-assigned and denassigned traffic if 06 | 3| L4
relation to a satellite communications network.
Calculate the frame efficiency for an INTELSAT frangiven th¢ 06 | 3| L5
following information:
Total frame length = 120,832 symbols, Traffic bsingér frame = 14
Reference bursts per frame = 2 Guard interval =sl@3bols

OR

06|a |Explain in detail the operation of the Spade sysbénemand. 08| 3 L4
Explain the function of the preamble in a TDMA traffic bu| 06 | 3| L2
Describe and compare the channels carried in arfimeawith thos
carried in a reference burst.
Determine how many carriers can access aMBl@-transponder i| 06 L5
the FDMA mode, given that elacaarrier requires a bandwidth o
MHz, allowing for 6.56B output backoff. Compare this number v,
the number of carriers possible without backoff.

07/a |Explain what is meant by EIRP. | 08 | 4] L2
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A transmitter feeds a power of 10 W intoamtenna which has a g{ 06 L5
of 46 dB. Evaluate the EIRP in (i) watts; (ii) dBW.
Calculate the gain in decibels and the effectiveaaof a 30m| 06 L5
parabolic antenna at a frequency of 4 GHz.
OR

08|a |Describe briefly the difference betweerA&M digital cross conne( 08 L4
switch, and an ATM switch.
What are the main technical parameters used in unaegsATM| 06 L2
performance? Explain.
Describe the main distinguishing features betweatellge relay| 06 L2
satellite access, arshtellite interconnect, in connection with AT
over satellite.

09|a |Draw accurately to scale the transponder frequgtery for the DB 08 L2
transponders 5, 6, and 7 for uplink and downlink.
Calculate the bandwidth required to transm&[ATV format having | 06 L4
resolution of 704 X 480 pixels at 30 frames peosec
Briefly describe the video compression process us&PEG-2. 06 L2

OR

10|a |Describe the operation of a typical VSAT systenat&briefly wher( 08 L2
VSAT systems find widest application.
Explain why a minimum of four satellites must bsibie at an ear{ 06 L4
location utilizing the GPS system for position detmation. Wha
does the term dilution of position refer to?
Describe the main features and services offeredhlbyOrbcomn 06 L2

satellite system. How do these services compaite seitvices offere
by geostationary satellites and terrestrial cellalstems?
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Course Title: Operations Research
Course Code: P13EC82 | Semester: VIII L-T—P:2%-0 | Credits: 3
Contact Period - Lecture: 52Hrs; Exam: 03Hrs.| Weightage: CIE: 50 %; SEE: 50%

Prerequisites:
1. Engineering Mathematics — | — P13EC11

Course Learning Objectives (CLOS):
This course aims to
1. Provide the understanding of the importance of aij@n research and mathematical
modeling.
Develop the linear programming model for a givestasn and solve it.
Explain the concepts of duality theory and sengytianalysis.
Solve the transportation and assignment problems.
Use the network optimization models to solve défertypes of problems.
Apply the queuing theory and dynamic programmingdive various problems.
Describe the game theory and its applications.

NooakwhN

Relevance of the Course:
1. Helps in scientific decision making

Course Content

UNIT — |
Introduction and Overview of the Operations Researt Modeling Approach: The
Origins of Operations Research, the Nature of Qera Research, the Impact of Operations
Research, Algorithms and OR Courseware, Defining Broblem and Gathering Data,
Formulating a Mathematical Model, Deriving Solusoinom the Model, Testing the Model,
Preparing to Apply the Model, Implementation.
Introduction to Linear Programming: Prototype Example, the Linear Programming
Model, Assumptions of Linear Programming.
Solving Linear Programming Problems: The Simplex Méhod: The Essence of the
Simplex Method, Setting Up the Simplex Method, Higebra of the Simplex Method, The
Simplex Method in Tabular Form, Tie Breaking in Bieplex Method  Adapting to Other
Model Forms, Posbptimality Analysis, Computer Implementation.
Text: 1.1t01.4,2.1t02.6,3.1t03.3and 4.4.® 11 Hrs

UNIT =1l
Duality Theory and Sensitivity Analysis: The Essence of Duality Theory, Economic
Interpretation of Duality, Primal-Dual RelationshipAdapting to Other Primal Forms, the
Role of Duality Theory in Sensitivity Analysis, tlissence of Sensitivity Analysis, Applying
Sensitivity Analysis.
The Transportation and Assignment Problems: The Transportation Problem, a
Streamlined Simplex Method for the Transportationbiem, the Assignment Problem, a
Special Algorithm for the Assignment Problem. Textt to 6.7, 8.1 to 8.4 11 Hrs

UNIT -1l
Network Optimization Models: Prototype Example, The Terminology of Networks, The
ShortestPath Problem, The Minimum Spanning Tree Probleme Taximum Flow
Problem, The Minimum Cost Flow Problem, The Netw8Sikiplex Method and A Network
Model for Optimizing a Project’'s Tim&€ost TradeOff. Text: 9.1 t0 9.8 10 Hrs
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UNIT - IV
Queuing Theory: Prototype Example, Basic Structure of Queuing Medekamples of Real
Queuing Systems and The Role of the ExponentialibBigion, the Birtk-and-Death Process
and Queuing Models Based on the Bighd-Death Process, Queuing Models Involving
Non-exponential Distributions, Prioriyiscipline Queuing Models, Queuing Networks and
the Application of Queuing Theory. Text: 17.11i6.10 10 Hrs

UNIT -V
Dynamic Programming: A Prototype Example for Dynamic Programming, Cheastics
of Dynamic Programming Problems, Deterministic Dyia Programming, Probabilistic
Dynamic Programming Conclusions.
Game Theory: The Formulation of Two—Person, Zeffum Games, Solving Simple Games
— a Prototype Example, Games with Mixed Stratedigaphical Solution Procedure, Solving
by Linear Programming. Text: 10.1 to 10.4, 14.1404 10 Hrs

TEXT BOOK:
“Introduction to Operations Research”, Frederick Hller, Gerald J. Lieberman, Tata
McGraw Hill, 8" Edition.
REFERENCE BOOKS:
1. “Operations Research An introduction”, Hamdy A. @aRrentice Hall of India,"™
Edition.
2. “Operations Research”, Schaum’s Series Bronson Naadimuthu, Tata Mcgraw
Hill, 2" Edition.
Course Outcome (CO)
After learning all the units of the course, the stdent is able to
01 Formulate the mathematical model, derive and testihear programming Model. —
L5 (Unit—1)
02 Solve the Linear ProgrammingProblems using Simptdx3 (Unit — 1)
03 Analyze the Streamlined Simplex Method for the Braortation Problem and develop
a special Algorithm for the Assignment Problem.4-(Unit — I1)
04 Explain the different network optimization problemsL2 (Unit — 111)
05 List the terminologies used in queuing system am@pplication areas. — L1 (Unit —

V)
06 Define the dynamic programming problem and forneulgdme theoretic problems. —
L2 (Unit—V)
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Model question paper

b. Explain any algorithm for flndlng minimum spanning

tree with an example

Model question paper Marks | COs| Level
Unit-1
a. Explain the steps fallowed by OR team and the méedch. | 6 L2
b. What is a linear programming model explain with |an
example. 6 1 L3
c. Solve Graphically Maximize Z=4x1+6x2 subjected X,
2x2<12,3x1+2x2=18 and »D, x2>0. 8 L4
OR
a. Compare graphical and analytical method of solving | 10 L3
model.
.| b. Using Big M Method solve Minimize Z=10x1+15x2 +2Q0 2 | L3
X3 Subjected to 2x1+4x2 +6%34, 3x1+9x2 +6x330
with all variables non negative.
Unit-2
a. Explain the essence of duality theory and need af i 10 L2
OR
b. Find the dual of. . Maximize Z=2x1+3x2 subjected 1.0 3 | L3
-3x1 + x2< 1 ,4x1 + 2x2<20, 4x1 + xX10, -x1
+2x2<5 and x®0, x2>0
OR
a. Solve the given transportation problem. 12 L4
D1 D2 D3 D4  Available
s1| 1 2 1 4 30
s2 | 3 3 2 1 50
s3 | 4 2 5 9 20 3
Required 20 40 30 10 100
b. Give the mathematical formulation of assignmenbfam.
How does it differ from the transportation problem? 8 L3
Unit-3
a. List three applications of Minimum spanning trew a10 L3
Maximal flow problem.
b. Find the shortest path from Node ‘O’ to all othdO L3
nodes. Also mention the paths
R0 “
1 ‘i,/\__/\ 6
@, [ @
” TEy 8
\y P _®
\C
OR
a. Find the maximum flow betweentheoto T 10 L3
\/:4\|
‘771.5_\ .
o\ )Y =
~ 2\\ 4
e 10 L2
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. Explain birth death process. And its significance

. A gueueing system has three servers with expe

Unit -4
queuing

service times of 30 minutes, 20 minutes, and

8

cted
15

minutes. The service times have an exponential

distribution. Each server has been busy with aeti
customer for 10 minutes. Determine the expe
remaining time until the next service completionb.
Explain with a figure, the steps of call flows fimken
based challenge in authentication procedure.

OR

[T
cted

L3

L1

. List an explain the properties of exponen

. 39 Newell and Jeff are the two barbers in a bashep

distribution

they own and operate. They provide two chairs
customers who are waiting to begin a haircut, s
number of customers in the shop varies betweernd(
4. For n =0, 1, 2, 3, 4, the probability Pn thaaeky n
customers are in the shop is PO =1/16 , P1 =4
P2=6/16, P3=4/16 , P4 =1/16 Calculate L. How waQ
you describe the meaning of L to Newell and Jeff?

1iab

10
for
th

an

16 ,
uld

L2

L3

. List and discuss the characteristics of dyna

. Use dynamic programming to solve

Unit-5
programming model
Z=3x1—x + 53— x3,

Maximize subjected to
x +2x, =4

and

Xy = 0, X, =0
X;. X, are integers.

OR

ndc

12

L1

L3

10

. The payoff matrix with respect to player A is give

. What is dominance property? Explain the rules

Why is this not a pure strategy game? Find theae
of the game.
Player B

1 2
Player 1 6 9
A 2 8 4

dominance property of rows .and column

ri0
al

10
for

L3

L2
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Course Title: SoC— Communication Architecture

Course Code: P13EC831 | Semester:VIII] L—-T—-P:2-1-0 | Credits: 3

Contact Period - Lecture:52Hrs.;Exam: 3Hrs. | Weightage: CIE: 50% SEE: 50%

Prerequisites
1. Computer communication Networks. — P13EC62

Course learning outcomes(CLOS)

This Course aims to;

Present the prevailing standards for on-chip comoation architectures.

Deals with different types of synthesis concepts.

Provide the knowledge of custom bus-based commtimicarchitectures

Outline the concepts of communication architegtteBnement and interface synthesis
Highlight the verification and security issues m-chip communication architectures
design.

Cover the concepts on interconnects, Network op£and Emerging On—Chip
Interconnect Technologies.

arwnE

o

Relevance of the course
Will be helpful in graduate studies with speciatian in Embedded systems and VLSI
design

Course Content (Syllabus)

UNIT — |
ESL Design Flow, On—Chip Communication Architectures: AQuick Look Basic Concepts
of Bus—Based Communication Architectures: TermiggloCharacteristics of Bus—Based
Communication Architectures, Data Transfer Modass Bopology Types, On—Chip.
Communication Architectures Standards: Standards of On-Chip Bus—Based
Communication Architectures, Socket-Based On—Chip Biterface Standards, Discussion
of Off—=Chip Bus Architectures. Text: 1.3, 1.41 20 2.4, 3.1t0 3.3 11 Hrs

UNIT — I
Synthesis of On—Chip Communication Architectures: Bus Topology Synthesis, Bus
Protocol Parameter Synthesis, Bus Topology andoBPobtParameter Synthesis, Physical
Implementation Aware Synthesis, Memory—Communicatiérchitecture Co-Synthesis.
Encoding Techniques for On—Chip Communication Archiectures: Techniques for Power
Reduction, Techniques for Reducing Capacitive Gatlsdelay, Techniques for Reducing
Power and Capacitive Crosstalk Effects, Techniqgfees Reducing Inductive Crosstalk
Effects. Text:6.1t06.5,7.1t07.4 11 Hrs

UNIT — 1l
Custom Bus—Based On-Chip Communication Architecture Design Split Bus
Architectures, Serial Bus Architectures, CDMA—-Ba&ts Architectures, Asynchronous Bus
Architectures, Dynamically Reconfigurable Bus Atebtures.
Text: 8.11t0 8.5 10 Hrs

UNIT - IV
On—Chip Communication Architectures Refinement andinterface Synthesis:On—Chip
Communication Architectures Refinement, InterfacgntBesis, Discussion Interface
Synthesis,
Verification and Security Issues In On—-Chip Communcation Architecture Design:
Verification of On—Chip Communication Protocols, giance Verification for IP Block
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Integration, Basic Concepts of SoC Security, SeguBupport in Standard Bus Protocols,
Communication Architecture Enhancements for ImpigusoC Security. 10 Hrs

UNIT -V
Physical designs trends for interconnects, DMSréatenect Design, Low power, high speed,
circuit design techniques, repeater insertion, glopower distribution networks, clock
distribution networks, 3-D interconnects, summarg eoncluding remarks.
Network—On—Chip: Network Topology, Switching Strategies, Routinggédithms, Flow
Control,Clocking Schemes.
Emerging On—Chip Interconnect Technologies Optical Interconnects, RF/Wireless
Interconnects and CNT Interconnects.
Text: 11.1to 11.6, 12.1to 12.5, 13.1 to 13.3 10 Hrs

TEXT BOOK:
“On—Chip Communication Architecture: System On—Clniggrconnect”, SudeepPasricha and
NikitDutt, Morgan Kaufmann Publishers —2008.

REFERENCE BOOK:
“Networks On Chips: Technology and Tools”, Luca Bef#ind Giovanni De Micheli,
Morgan Kaufmann Publishers—2006.

Course Outcome (CO)
After learning all the units of the course, the stdent is able to

1. Explain the standards for on-chip communicatiomigectures-L2 (unit-1)

2. Explain bus protocol parameter synthesis and usagy synthesis-L2(unit-I1)

3. Describe techniques for reducing power as wellagscitive and inductive crosstalk
effects-L1(unit-11)

4. Outline the salient features of split bus architees, serial bus architectures, CDMA-
based bus architectures-L1(unit-III)

5. Describe various on-chip communication architectefmement techniques-L1(unit-1V)

6. Discuss DSM interconnect design and various low growigh speed circuit design
techniques-L2(unit-V)
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Model Question Paper

Model Questions Marks | BTL | CO
UNIT-I 10 L2
1. (a) Sketch and explain an idealized MPSoC ESL desyn f 04 L1
(b) With neat sketches describe the ring bus On-Chip
Communication Architectures 06 L2
(c) Discuss the impact of Increasing Application Corgjtie
OR CO1
2. (a) List the different characteristics of bus-based emmication 10 L2
architectures and explain
(b) Sketch a typical AMBA 2.0 system and explain. 10 L3
UNIT-II 08 L2
3. (a) Explain Hierarchical Bus Architecture Topology Syesis CO2
with necessary figures 06 L1
(b) Describe Bus Matrix (or Crossbar) Topology Synthesi 06 Lo
(c)Explain Component Mapping and Protocol Parametatt&gis
OR
4. (a)Describe COSMECA Co-synthesis Approach. 07 L1
(b)Discuss the techniques for reducing inductive ¢edis®ffects 06 Lo COo3
(c) Explain memory—communication architecture co-sysithe 07 Lo
UNIT-III
5. (a)Describe a scenario where simultaneous multiplessss to a 10 L1
bus occur after a single arbitration with neat clket
(b) Draw the structure of the SAMBA bus architectuned 10 L2
explain.
OR 08 L2
6. (a) Explain the various Layers of asynchronous busit@cture 06 L1 | coa
(b) Describe dynamically reconfigurable bus architesgur 06 L3
(c)Write a note on lottery bus
UNIT-IV
7. (a)Describe cosy methodology of on-chip communication
architecture refinement 10 L1
(b) Explain TIMA Approach for Connecting Components | at
Different ~ Abstraction Levels 10 L2
OR CO5
8. (@) Explain static formal verification-based techniques 10 L2
(b) Discuss different communication architecture enbarents 10 L2
for improving soc security.
UNIT-V
9. (a)Explain various Lumped interconnect models
(b)With necessary equations and diagrams describe £EM@wver, 08 L2
Dissipation 12 L2
OR
10. (a) Compare circuit and packet NoC switching strategy. 06 L2
(b) Write notes on routing algorithms, flow control 08 L3
(c) Describe optical interconnects. 06 L2 | CO6
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Course Title: AD-HOC WIRELESS NETWORKS
Course Code: P13EC832 | Semester: VIl [L—T—-P:2—1-0 Credits: 3
Contact Period - Lecture:52Hrs.;Exam: 3Hrs.| Weightage: CIE: 50% SEE: 50%

Prerequisites:
1. Computer Communication Networks -P13EC62

Course Learning Objectives (CLOS):
This Course aims to;
1. Provide the basic knowledge of Ad-hoc Wireless oeks.
2. Explain the design issues and classification of MACAd-Hoc Wireless networks.
3. Discuss the contention-base MAC protocols with mesgon and scheduling
mechanisms and also MAC protocols that use dineatiantennas.
4. Describe the design issues and classification of@itiRg protocols for Ad-Hoc
Wireless networks.
5. Discuss the Table-Driven, On-Demand, Hybrid, Hiengtal and Power-Aware
Routing protocols.
6. Explain the design issues and classification afigpart layer protocols for Ad-Hoc
Wireless networks.
Describe the TCP over Ad-Hoc Wireless networks @her transport layer protocols.
Discuss the network security requirements, issued ahallenges in security
provisioning, network security attacks, key managetmand secure routing in Ad-
Hoc Wireless networks.
9. Discuss the issues and challenges in providing iQ@8l-Hoc Wireless networks and
classification of QoS solutions.

o~

Relevance of the Course:
1. For graduate studies in Networks and Communications

Course Content
UNIT —|

ADHOCNetworks: Introduction,IssuesinAdhocwirelessnetworks,Adhoel@ssinternet.
MAC Protocols for AD-HOC Wireless Networks: Introduction, Issues in designing a
MAC protocol for Ad-hoc wireless Networks, Desigoals of a MAC protocol for Ad-hoc
wireless Networks, Classification of MAC protocol€ontention based protocols with
reservation mechanisms.
(5.1,5.2,5.3,6.1, 6.2, 6.3, 6.4, 6.6) 11Hrs

UNIT — I
Contentiorbased MAC protocols with scheduling mechanism, Mpftocols that use
directional antennas, Other MAC protocols.
Routing Protocols for AD-HOC Wireless Networks:
Introduction, Issues in designing a routing protodor Ad-hoc wireless Networks,
Classification of routing protocols, Table driveuting protocol, Oademand routing
protocol.
(6.7,6.8,6.9,7.1,7.2,7.3,7.4,7.5) 11 Hrs

UNIT -1l
Hybrid routing protocol, Routing protocols with ettive flooding mechanisms, Hierarchical
routing protocols, Power aware routing protocols.
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Transport Layer Protocols for AD-HOC Wireless Netwaks: Introduction, Issues in

designing a transport layer protocol for Ad-hoc eMess Networks, Design goals of a
transport layer protocol for Ad-hoc wireless Netlgyr Classification of transport layer
solutions.

(7.6,7.7,7.8,7.9,9.1,9.2,9.3,9.4) 10Hrs

UNIT - IV
Transport Layer Protocols for AD-HOC Wireless Netwaks:
TCP over Ad-hoc wireless Networks, Other transpayer protocols for Ad-hoc wireless
Networks.
Security: Security in wireless Ad-hoc wireless Networks, Netkvsecurity requirements,
Issues & challenges in security provisioning, Netveecurity attacks, Key management,
Secure routing in Ad-hoc wireless Networks.
(9.5,9.6,9.7,9.8,9.9,9.10, 9.11, 9.12) 10Hrs

UNIT -V
Quality of Service in AD-HOC Wireless Networks:
Introduction, Issues and challenges in providingSQm Ad-hoc wireless Networks,
Classification of QoS solutions, MAC layer solutspometwork layer solutions.
(10.1, 10.2, 10.3, 10.4, 10.5) 10Hrs

TEXT BOOK:
“AD-HOC Wireless Networks”, C. Siva Ram Murthy & E. Manoj, Pearson Education,
2ndEdition, reprint2005.
REFERENCE BOOKS:
1. “AD-HOC wireless Networks”, Ozan K. Tonguz and Giaigi Ferrari, Wiley.
2. “Wireless Networking”, Xiuzhen Cheng, Xiao Hung,mg+ ZhuDu, Kluwer Academic
publishers.

Course Outcomes
After learning all the units of the course, the stdent is able to

1. Describe the difference between cellular and Adnetevorks, applications of Ad hoc
networks and issues in Ad hoc networks. — L1 (Uit

2. Explain the issues in designing MAC protocol for akt wireless networks and
classification and operation of MAC protocols. — (Uit — I, Unit — 11)

3. Describe the operation of different routing protsdor Ad Hoc wireless networks. —
L1 (Unit — II, Unit — I11)

4. Explain the issues in designing transport layetqual for Ad hoc wireless networks
and classification and operation of transporéfgyrotocols. — L2 (Unit — 111, Unit —
V)

5. Discuss network security requirements, differesties and challenges in security
provisioning, different network attacks, key manageat approaches and security-
aware routing protocols — L3 (Unit — IV)

6. Describe the different QoS approaches. — L1 (UM) —
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Model Question Paper

Model Questions Marks | BTL | CO
UNIT-I 06 L4
1. (a) Distinguish between cellular networks and Ad-Hetworks 09 L2
(b) Explain any five issues of Ad-Hoc wireless netvgork 05 L3
(c) Write a short note on Ad-Hoc Wireless intetnet Co1
OR
2. (a) Define soft reservation. Explain Soft Reservatiounltiple Access 10 L2
with Priority Assignment (SRMA/PA), using framelstture.
(b) List the design goals of a MAC protocol for Atbc wireless 05 L1 CO2
networks.
(c) Briefly explain the classification of MAC Protocols 05 L2
UNIT-II
3. (a) With scheduling table updates, explain distributpdority 09 L2
scheduling. COo2
(b) Write a short note on MAC protocol using directibaatennas 05 L3
(c)Discuss about the classification of channel basetheir usage if
multichannel MAC protocol. 06 L6
OR
4. (a) Discuss the differences in topology reorganizatiomestination
Sequenced Distance-Vector Routing protocol andt@itdead Gatewa
Switch Routing protocol. 06 L6 COo3
(b) Explain Temporally ordered routing algorithm. Alsoention its
advantages and disadvantages 10 L2
(c) List the key differences between LAR 1 (Locatiordéd Routing
1) and LAR 2 (Location-Aided Routing 2) algorithms. 04 L1
UNIT-II
5.(a) List the advantages and disadvantages of CEDAR@obt 04 L1
(b) Explain hierarchical state routing protocol 08 L2
(c) Briefly explain the power aware routing metrics Afl-hoc| 08 L2
networks. COos3
OR
6.(a) Explain the issues in designing the transport lgyetocol for Ad-| 08 L2
hoc wireless network.
(b) Explain the major reasons for throughput degradatd TCP| 08 L2
when used in Ad-hoc wireless network. 04 L3 CO4
(c) Write a short note on split TCP
UNIT-IV
7.(a) Explain with suitable diagram security aware Ad-hoating| 08 L2
protocol.
(b) Explain hoe security provisioning in Ad-hoc wiredesetworks 06 L2
differs from that in infra-structured based network
(c) List and explain how some of the inherent propsrié the| 06 L2
wireless Ad-hoc networks introduce difficulties wehimplementing
security in routing protocol.
OR CO5
8 (a) Explain the multilayer attacks. 10 L2
(b) Describe the symmetric key algorithm for netwsecurity. 06 L2
(c) List the requirements of secure routing protocals Ad-hoc| 04 L1
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wireless networks.

UNIT-V

9.(a) Explain the design choice for providing QoS supgortAd-hoc| 10 L2
wireless networks.
(b) Explain Ticket-Based QoS routing protocol. 10 L2
OR CO6
10.(a)Discuss the issues and challenges in providing iQ@&i-hoc 10 L6
wireless network.
(b) Explain QoS enabled Ad-hoc on-demand distance weotdging 10 L2
protocol.
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Course Title: ASIC Design
Course Code: P13EC833 | Semester: VIl | L-T—P:21-0 | Credits: 3
Contact Period -Lecture: 52Hrs;Exam: 4Hrs. | Weightage: CIE: 50%; SEE: 50%

Prerequisites:
1. Digital circuits design- P13EC33

2. Digital CMOS VLSI design- P13EC52
3. Digital system design using Verilog HDL- P13EC65

Course Learning Objectives (CLOS):

This Course aims to;

Provide the basic knowledge of ASIC Design

Explain the Full custom, Semi custom and standalidbased ASIC
Describe the Programmable logic device and FPGAdgndw
Provide the understanding of Data Logic cells ABIC Library Design
Explain the Low-level Design entry

Describe the various concepts of Programmable&€ATdsign
Outline the concept of Low Level Design Language

Describe the various ASIC Construction Floor Plagni

Outline the concepts of Placement and Routing dCA3esign

©CoNokrwhE

Relevance of the Course:
Further helps the students for higher studiesraséarch in Digital design

Course Content

UNIT — |
Introduction: Full Custom with ASIC, Semi custom ASICS, Stand&ell based ASIC,
Gate array based ASIC, Channeled gate array, Chlessegate array, structured get array,
Programmable logic device, FPGA design flow, AS#l kbraries.
Data Logic Cells: Data Path Elements, Adders. 10 Hrs

UNIT — I
Data Logic Cells: Multiplier, Arithmetic Operator, 1/0 cell, Cell GapilersASIC Library
Design: Logical effort: practicing delay, logical area alagjical efficiency logical paths,
multi stage cells, optimum delay, optimum no. afgsts, library cell design.

10 Hrs
UNIT -1l

Low-Level Design Entry: Schematic Entry: Hierarchical design. The celtdily, Names,
Schematic, Icons & Symbols, Nets, schematic entny ASIC’S, connections, vectore
distances and buses, Edit in place attributesjdtlescreener, Back annotation.
A Brief Introduction to Low Level Design Language:an introduction to EDIF, PLA Tools,
and an introduction to CFI designs representatiaif gate ASIC. Introduction to Synthesis
and Simulation 11 Hrs

UNIT = IV
Programmable ASIC:ASIC I/O cell, ASIC Construction Floor Planning and Placement
Routing: Physical Design, CAD Tools, System Partitioningstifating ASIC size,
partitioning methods. Floor planning tools, 1/0 apdwer planning, clock planning,
placement algorithms, iterative placement improvaind@ime driven placement methods.
11 Hrs
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UNIT -V
ASIC Construction Floor Planning and Placement Roung: Physical Design flow, Global
Routing, Local Routing, Detail Routing, Special Rog, Circuit Extraction and DRC.
10 Hrs

TEXT BOOK:
“Application —Specific Integrated Circuits”, M.J.Smith, Pearson Education, 2003.

REFERENCE BOOKS:
1. “Design of AnalogDigital VLSI Circuits for Telecommunication and sgy
processing”, Jose E.France, Yannis Tsividis, Pcerttiall, 1994.
2. “Analog VLSI Design — NMOS and CMOS”, Malcolm R.Hasd; Lan. C. May,
Prentice Hall, 1998.
3. “Analog VLSI Signal and Information Processing”, Nommed Ismail and Terri
Fiez, McGraw Hill, 1994.

Course QOutcomes
After learning all the units of the course, thedgtot is able to;

1. Describe the Full custom, Semi custom ,ASIC Stahdzell based and Gate array
based ASIC.(Unit-1)

2. Describe the Programmable logic device and FPGAdDdow.(Unit-I)

3. Explain the Data Logic cells and ASIC Library DeasigJnit-11)

4. lllustrate the various concepts of Low-level @@sientry and low level design
language.(Unit-11I)

5. Explain the various types of Programmable ASIC i(Ow)

6. Outline the concepts of Placement and Routing diCASesign.(Unit-V)
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QNo QUESTIONS Marks |BTL |CO’s
1. a) | List the types of sentustom ASICs and explain each of them brif 10 L1 1
with relevant diagram.
b) | List the merits and demerits of FPGA over ASICs. 4 L4 1
c)| Discuss choices in ASIC cell libraries. OR 6 L2 1
2. a) | Explain the operation of 16-bit carry select wigtassary diagram. 8 L2 2
b) |Explain briefly ASIC design flow, with necessamjiagram an{ 6 L5 2
comment on logic design and physical design.
c)| Discuss the merits and demerits of data path cells 6 L2 2
3. a) |Explain the (5,3)residue number system using skitaxample fo| 8 L2 3
addition and multiplication.
b) | Explain the operation of 16-bit carry select addih neat diagram. 6 L5 3
c) | Write a note on cell compliers. OR 6 L1 3
4. a) Consider the logic path with minimum size invertsed to drive o] 6 L4 3
input of a 2X drive NORIogic cell in G library and calculate the tot
delay , given logic ratio r=1.5,4 = 0.3pF.
Calculate the optimum path delay for the logic ohsihown in figur¢ 10 L4, 3
b) [Q4(b) and also compute capacitance G& C, and ignore p &g of
each stage and logic ratio r=2;QpF, G=10pF.
c)| List the methods used to draw the layouts of Iypcalls. 4 L4 3
5. a) |List the problems associated with the use of ASi@ematic librarie; 8 L1 4
and explain briefly.
b) |Define Netlist Screener and list the errors that lva detected by Netli 6 L1 4
Screener.
c) | Explain vectored instances with examples. OR 6 L2 4
6. a) | Define Back — annotation in ASIC design and explaiefly. 6 L1 4
b) | Write the CFI connectivity model defined usingeess -G language| 6 L3 4
with an example.
c) |Define EDIF and explain hierarchical nature ofEeDIF file. 8 L1 4
7. a) | Explain the Physical Design of ASIC construction. 5 L2 5
b) | List the steps used in the constructive paritig algorithms. 4 L1 5
c) |Explain in detail different iterative placemantprovement algorithm. 10 L5 5
OR
8. a) | Outline the various concepts of Floor planninggoo 6 L4 5
b) | Explain clock distribution in floor planning sta 6 L2 5
c) | Explain briefly timing driven placement methods. 8 L5 5
9. a) | With relevant diagram , Explain leftedge algorithm used for detail 6 L2 6
routing.
b) [With a help of neat diagram, Describe the concépthysical desigi 8 L1 6
flow.
c) |Describe the problem associated with LVS check. OR 6 L2 6
10.a) Describe the Circuit Extraction and DRC. 10 [ 1
b) | List the goals and objectives of global routing. 5 L4 6
c) | Explain briefly the clock routing. 5 L2 6
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Course Title: Error Control Coding

Course Code: P13EC834 | Semester: 8t L-T-P:2—-0 | Credits: 3

Contact Period - Lecture: 4Hrs.; Exam: 3HTrs. \ Weighage: CIE: 50%; SEE: 50%

Prerequisites:
1. Computer Communication Networks — P13EC62

2. Information Theory and coding-P13EC53
3. Digital Communication-P13EC54

Course Learning Objectives

This course aims to

1. Provide the knowledge of error control coding tlesor

2. Analyze the efficient data compression methods aedcribe the most efficient
compression method.

Develop the channel model and channel capacity¢neo

Describe the linear block code and parity checkimat

Discuss the concept of probability of error con@tt hamming codes and cyclic codes.
Explain the matrix description of convolution codegcoding of convolution codes &
concept of trellis coded modulation.

o0k w

Relevance of the Course:
Graduate studies in the area of Information themy communication

Course Content

UNIT — |
Linear Block Codes for Error Correction: Introduction to Error Correcting Codes, Basic
Definitions, Equivalent Codes, Parity Check Matamxd Decoding of a Linear Block Code,
Syndrome Decoding and Error Probability after CgdiRrobability of Error correction) and
Perfect Codes. Hamming Codes, Low Density ParitggdR{LDPC) Codes, Optimal Linear
Codes, Maximum Distance Separable (MDS) Codes, @owm Minimum Distance, Space
Time Block Codes, Concluding Remarks.
Text: 3.1, 3.2, 3.4 10 3.16 11 Hrs

UNIT — I
Cyclic Codes: Introduction to Cyclic Codes, Polynomials, The Bien Algorithm for
Polynomials, A Method for Generating Cyclic Codbtrix Description of Cyclic Codes,
Quastcyclic Codes and Shortened Cyclic Codes, Fire codegclic Redundancy
Check(CRC) codes, Circuit Implementation of Cy€hades, Concluding Remarks.
Text:4.1t04.6,4.8,4.10t0 4.12 11 Hrs

UNIT -1l
Convolutional Codes: Introduction to Convolution Codes, Tree Codes anelli§ Codes,
Polynomial Description of Convolutional Codes (Aytadal Representation), Distance
Notions for Convolutional Codes, The Generating daem, Matrix Description of
Convolutional Codes, Viterbi Decoding of Convolut# Codes.
Text: 6.110 6.7 10 Hrs

UNIT - IV
Distance Bounds for Convolutional Codes, PerforrranBounds, Known Good
Convolutional Codes, Turbo Codes, Turbo Decodintgrleaver Design for Turbo Codes,
Concluding remarks.
Text: 6.910 6.14 10 Hrs
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UNIT -V
Trellis Coded Modulation: Introduction to TCM, the Concept of Coded Modudati
Mapping by Set partitioning, Underboeck’s TCM DesRules, TCM Decoder. Performance
Evaluation for AWGN Channel, Computation of dfr@&M for Fading Channels, Space
Time Trellis Codes, Concluding Remarks.
Text: 7.1to0 7.10 10 Hrs

TEXT BOOK:

“Information Theory, Coding and Cryptography”, RamjBose pd Edition. Tata McCGRAW
Hill—2008
REFERENCE BOOK:

“Error Control Coding”,Shulin, Daniel J. CosteIIZ;],dEdition, Pearson.

Course Outcomes
After learning all the units of the course, the stdent is able to
01 Explain the linear block codes and its decoding2Unit — 1)
02 Discuss the low density parity check (LDPC) codemé&ximum Distance separable
(MDS) codes.— L2 (Unit —1)
03 Discuss the cyclic codes, fire codes and golay €odé2 (Unit — II)
04 Compute the convolution codes and trellis code3Unit —II1)
05 Explain the concept of turbo codes & turbo decodind (Unit- 1V)
06 Explain the concept of coded modulation & TCM desrod- L2 (Unit — V)
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Model Question Paper

Marks

CO’s

Levels

Unit-1
1. a. Define fields and list its properties.
b. For a (6, 3) symmetric LBC, the three parity ah
bits G, G, G areformed from the following
equation(Z:dl 0 d3, C5:d1 0 d2 0 d3, C5:d1 0 d2
I. Write down the generator matrix ‘g’
II. Construct all possible code words
[ll. Suppose that received word is 0101
Decode this received word by finding t
location of the error and the transmitted d
bit.
c.Construct an standard array for the (6, 3) cdue
parity matrix
101
P=[0 1 1
110

2. a. Design a single error correcting hamming cadef
message length 3bits.obtain G and H matrices dnd &
valid codeword.

b. Construct a Tanner Graph for given Parity Ch
Matrix given below. Decode the received code ve

R = [000100] using Bit Flipping Algorithm.

11010

= B O O
o +— O

1101
0100
0011

6M

L

11.
he
ata

6M

1
10M

eck
ctor

10M

Co1

CO2

L1

L5

L5

L5

L5

Unit-2
3. a. Explain cyclic code and their generation from
generating polynomial.

b. Explain the matrix description of cyclic code.

c. A linear hamming code is describe by a genegatin
polynomial g(D) =1 +D +DB. Construct the Generator
matrix G and Parity check matrix H.

4. a. Explain the following codes
I. Quasi cyclic codes and Shortened cyclic code
II. Fire code

b. Design the shift register encoder for the (7bihary
cyclic code generated by g(x) =+x +1. Verify
using the message vector (1011).

SM

10M

SM

6M

™

™

CO3

L2

L2

L5

L2

L5
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c. with a neat block diagram explain Meggitt desod L2
explain the decoding steps.
Unit-3
5. a. Consider the convolution encoder given in figure| 10M CO4 L3
I. Write the incoming and outgoing bits pf
convolution encoder.
[I. Write the state diagram for the encoder.
[ll. Draw Trellis diagram.
IV. Obtain the encoded output for the message
1001101.
#Cf\
—> > |
A
Fig.1
b. Explain the polynomial description of convolutad 10M L2
codes.
6. a. Calculate the free distancgdbf a convolutional 10M CO4 L4
encoder given in a above fig.1 using generating
function.
b. Explain the Vitebri's decoding algorithm with 10M L2
example.
Unit-4
7. a. Compute the upper bound of the bit error prditgbi 10M L3
b. Explain turbo codes. 10M CO5 L2
8. a.With the help of block diagram explain Iterative 10M L2
MAP decoding
b. Explain the interleaver design for turbo codes. 10M L2
Unit-5
9. a. Explain the concept of coded modulation. 10M L2
b. Draw and explain the general structure of TCM10M L2
encoder that process M input bits. CO6
10.a. Compute an expression for upper bounds on errdtOM L3
event probability.
b. Explain the space time trellis codes (STTC). 10M L2
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Course Title: BIOMETRICS
Course Code: P13EC841 | Semester: VIl |L—T—P:2—1-0 Credits: 3
Contact Period - Lecture:52Hrs.;Exam: 3Hrs.| Weightage: CIE: 50% SEE: 50%

Prerequisites:
1. Digital Image Processing. -P13EC64

2. Medical Imaging System. - P13EC752
Course Learning Objectives (CLOS):
This Course aims to;
1. Provide the basic knowledge on biometrics and tgatity.
2. Analyze the handwritten character recognition as@xperimental results.
3. Describe the concept of face biometrics.
4. Outline the concept of retina and iris biometrics.
5. lllustrate the concept of vein and fingerprint betnics.
6. Interpret biometric hand gesture recognition fali&m sign language.
7
8
9.
1

. Discover the privacy issues and concerns relatéibtoetrics.

. Discuss biometric cryptography and multimodal bitnas.
Explain the importance of watermarking techniqurekiometrics.

0. Summarize the scope and future of biometrics ansténdards.

Relevance of the Course:
Pursuing specialization and research in Biometasel identification and verification

Course Content

UNIT — |
Introduction: What is Biometrics? History of biometricEypes of biometric trait&eneral
architecture of biometric system, Basic working lmbmetric matching (Templates)
Biometric system error and performance measuressigbDe of biometric systems
Applications of biometrics, Benefits of biometrisrsus Traditional authentication methods.
Handwritten Character Recognition: Introduction Character recognitign System
overview Feature extraction for character recognitideural network for handwritten
Character recognition, Multilayer neural network foandwritten character recognition
Devanagari numeral recognitioilsolated handwritten devanagari character recagnitising
fourier descriptor and hiddekBxperimental results. 11 Hrs

UNIT = I
Face Biometrics:Introduction Background of face recognitipdesign of face recognition
system Neural network for face recognitipRace detection in video sequencghallenges
in face biometricsFace recognition method&dvantages and disadvantages.
Retina and Iris Biometrics: Introduction Performance of biometricdDesign of retina
biometrics, Design of iris recognition systenis segmentation methoBDetermination of iris
region Experimental results of iris localizatipApplications of iris biometricsAdvantages
and disadvantages. 10 Hrs

UNIT -1l
Vein and Fingerprint Biometrics: Introduction Biometrics using vein pattern of palm
Fingerprint biometrics, Fingerprint recognition ®m, Minutiae extractionFingerprint
indexing Experimental resulfs\dvantages and disadvantages.
Biometric Hand Gesture Recognition for Indian SignLanguage: Introduction Basics of
hand geometrySign language, Indian sign language (ISL), SIFToatgm, A practical
approach, Advantages and disadvantages. 10 Hrs
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UNIT - IV
Privacy Enhancement Using Biometrics:Introduction Privacy concerns associated with
biometric deployments, Identity and privacy, Privamoncerns, Biometrics with privacy
enhancemenComparison of various biometrics in terms of priya8oft Biometrics.
Biometric Cryptography and Multimodal Biometrics: Introduction to biometric
cryptography, General purpose cryptosystem, Modeyptography and attacks, Symmetric
key ciphers, Cryptographic algorithms, Introductied multimodal biometrics, Basic
architecture of multimodal biometrics, Multimodalioimetrics using face and ear,
Characteristics and advantages of multimodal bidosetAADHAAR: An application of
multimodal biometrics. 10Hrs

UNIT -V
Watermarking Techniques: Introduction Data hiding methodsBasic framework of
watermarking Classification of watermarkingApplications of watermarkingAttacks on
watermarks, Performance evaluati@haracteristics of watermarks, General watermarking
processimage watermarking techniqué&¥atermarking algorithm.
Biometrics Scope and Future: Scope and future market of biometrics, Biometric
technologies Applications of biometrics Biometrics and information technology
infrastructure Role of biometrics in enterprise secuyiRole of biometrics in border security
Smart card technology and biometrié&adio frequency identification (RFID) biometrics,
DNA biometrics Comparative study of various biometric techniques.
Biometric Standards: Introduction Standard development organizatipnspplication
programming interface (API), Information securitjpda biometric standards, Biometric
template interoperability. 11Hrs

TEXTBOOK:
“Biometrics: Concepts and Applications”, G.R.SinBandeepB.Patil, Wiley, 2013 edition.

Course Outcomes
After learning all the units of the course, the stdent is able to

1. Discuss the various biometric modalities.—L6(Unlj —

2. Outline the concept of character recognition systei2(Unit — 1)

3. lllustrate the application of biometrics in facetina and iris systems —L2(Unit — 11)

4. Analyze the use of biometrics in vein, finger priand Indian sign language
recognition. — L4(Unit — III)

5. Discuss the privacy issues and concerns relatbobioetrics.—L6 (Unit — V)

6. Explain the biometric cryptography and multimodalrbetrics.—L2(Unit — V)

7. lllustrate the watermarking techniques in biomstric2(Unit-V)

8. Summarize the scope and future of biometrics anst&ndards.— L3(Unit — V)
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Model Question Paper

Model Questions Marks | BTL | CO
UNIT-I
1) (a)List any 4 biometric traits. How are these traged inbiometrics? 08 L1
Explain.
(b) Distinguish between enrolment and recognition meslul 06 L4
ofbiometrics.
(c) Define fraud detection and also explain how thigdkieved. 06 L1 COo1
OR
2) (a)Define dilation, boundary detection, feature exicac 08 L1
andrecognition accuracy.
(b) Explain the hidden Markov model for recognizing 08 L2
Devanagarihandwritten character recognition.
(c) Explain what is image normalization? Under whatainstances | 04 L6
are the translation, rotation and scaling of anieniagportant.
UNIT-II
3) (a) Explain how do morphological operations help icefa 08 L2
recognition systems?
(b)Which are the major application areas of face reitmm | 06 L1
inproviding authentication and security?
(c) What are the practical challenges in face recogmslystems? 06 L1 6{0)
OR
4) (a)What are the difficulties of Iris biometrics? Whathemethod 08 L1
used to evaluate the performance of Iris biometrics 06 L2
(b) Explain the various steps of k-means clusteringraigm. 06 L1
(c) What are the various advantages and disadvantades o
Irisbiometrics?
UNIT-II
5) (a) Explain vein recognition system with the help ciugtable 08 L2
block diagram.
(b)List the different types of sensors used in imaggussition| 06 L1
offingerprints?
(c) Define ridge, valleys, minutiae and region of ietdr 06 L1 COo3
OR
6) (a)What is the significance of sign language? Distisigbetween 08 L4
sign and verbal languages and also classify th@agiguage.
(b) Why is SIFT algorithm most widely used for featesdraction? | 06 L1
What are the different stages to generate thef setage features.
(c) List the advantages and disadvantages of hand 06 L1
geometrybiometrics.
UNIT-IV
7) (a) Explain the privacy issues associated with facegdrprint andiris
biometrics. 08 L2
(b) Define soft biometrics. How does it help in therbadrics
withhard biometric modalities? 06 L1
(c) Compare between personal and informational privesyes. 06 L2 CO5
OR
8) (a)Explain DES and RSA algorithms for biometric crygraphyand
compare their performance. 08 L2
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(b) lllustrate the basic block diagram of multimodedrbetricsand

explain the various components of the system. 06 L2
(c) What are the various types of attacks encountered 06 L1
incryptosystems?
UNIT-V
9) (@) Illlustrate a general block diagram of watermarkingg L2
clearlydescribing embedding and extraction proesse
(b) Distinguish between steganography and watermarking. 06 L4
(c) What are the desired characteristics of imaQe L1 CO6
watermarking?Explain any one.
OR
10)(a)Explain the classification of biometrics on theibadgscanning
methods. 08 L2
(b) What are the issues and challenges in DNA and smart
cardbiometrics? 06 L1
(c) What are the various standards for faces, fingetpand iris
images? 06 L1
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Course Title: Data Compression
Course Code: P13EC842 | Semester: VIl [L—-T—-P:2-1-0 Credits: 3
Contact Period - Lecture:52Hrs.;Exam: 3Hrs.| Weightage: CIE: 50% SEE: 50%

Prerequisites:
1. Information Theory and Coding- P13EC53

2. Engineering Mathematics- P13MAT31
3. Fundamentals of Signals. P13EC36
4. Digital Communication theory. P13EC54

Course Learning Objectives (CLOS):
This Course aims to;

1. Provide the knowledge of various Compression tephes.

2. Explain the different coding algorithm used in dedanpression along with its
applications
Provide the knowledge of producing Dictionary-baakpbrithms .
Provide knowledge of schemes used for compresdgiarayscale/color image.
Explain distortion criteria for Lossy coding techues
Provide knowledge about Quantization principle asépplication
Explain Digital modulation principles and its amatiions in speech and image coding
techniques.
Explain applications of image compression and aadmpression by applying
Transformation techniques

Noohkow

o

Course Content
UNIT-I
Compression techniques:Modeling and coding: Mathematical preliminaries fmss less
compression: Overview; A Brief introduction to infioation theory; models; coding,
Algorithm information theory; minimum descriptioarigth principle.
Huffman coding: Overview; The Huffman coding algorithm, minimum tegrce Huffman
codes, Application of Huffman coding forcoding xtteompression.
Text: 1.1, 1.2,2.1t0 2.6, 3.1, 3.2, 3.2.1, 3.8,8 11 Hrs
UNIT =1l
Dictionary techniques: Overview, Introduction Static dictionary; Adaptive dictionary;
Applications; Lossless image compression; Overvimiroduction; Basic; CALIC; JPEG-
LS; Multi resolution approaches; FacsimileEncodingi— length coding, CCITT Group 3 &
4 — Recommendations T.4 & T.6
Text: 5.1t05.5,7.1t07.5,7.6.1, 7.6.2. 10 Hrs
UNIT -1l
Mathematical Preliminaries for Lossy coding:Introduction; Overview; Distortion criteria;
Models.
Scalar quantization: Overview; Introduction; quantization problem; Wi quantizer;
Adaptive quantization.
Text: 8.11t08.4,8.6,9.11t09.5 10 Hrs
UNIT - IV
Vector quantization: Overview; Introduction; Advantages of vector quaation over Scalar
guantization; The Linde—BuzoO-Gray algorithm, adiding the LBG algorithm.
Differential encoding: Overview; Introduction; The basic algorithm; Piain in DPCM,;
Adaptive DPCM; Delta modulation; Speech coding; geaoding.
Text: 10.1to 10.4, 10.4.1, 11.1 to 11.8. 10 Hrs
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UNIT -V
Mathematical preliminaries for Transforms, Sub band & Wavelets: Linear systems,
Sampling, Discrete Fourier Transform, Z-Transforfransform coding: Overview,
introduction, The Transform, Transform of Interg@yantization and coding of Transforms
Coefficients, Application to image compression—JPB@plication to Audio Compression—
the MDCT.
Wavelet based compressianOverview; Introduction; Wavelets; Multi resolutioand
Analysis & scaling function
Text: 12.6 to 12.9, 13.1t0 13.7, 15.1to 15.4 11 Hrs

TEXT BOOK:
“Khalid sayood: Introduction to data compressior8td edition, Morgan Kaufmann
Publishers Elsevier, 2006.

REFERENCE BOOK:
“Data compression: The complete reference” ,Dawlbi®on, 3rd edition, Springer, 2005.

Course Outcomes

After learning all the units of the course, the stdent is able to

1. Apply the Huffman Coding algorithm for coding, teoddmpression-L3(Unit-I)

2. Describe the schemes used for Lossles image Cosgpras.2(Unit-11)

3. Explain Scalar Quantization and list out the protden quantization-L2(Unit-111)

4. Explain Digital modulation principles and apply ksowledge in speech and image
coding techniques-L3(Unit-1V)
Apply the knowledge of various transforms to adidi@age compressions-L3(Unit —
V)
Explain the concepts of wavelets and Multi resoluanalysis-L2(Unit V)

o

o
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Model Question Paper

Model

Questions

Marks

BTL

CO

a.

UNIT-I

Define data compression and why we need it? Descid

two applications where lossy compression technigu
necessary for data compression.

Explain different approaches for building mathemelt)

model and also define two state Markov model
binary images
OR

e

L2

L2

CO1

CO1

(). Draw the Huffman tree for the following sywib

whose frequency occurrence in a message texartedt

along with their symbol below: A:15, 8:6,C:7, D:1
E:25, F.4, G:6, H:10,: I5 and Decode the mesg
1110100010111011
(ii). Explain redundancy code with the help of g
example.

(i) Differentiate between conventional Huffman augl
and adaptive Huffman coding.

(ii). What are the various application of Huffmamding
and also give various steps required in enco
procedure?

06

2’
age

red

04

L5

L2

L4

L5

CO1

CO1

CO1

CO1

UNIT-II
Describe Run Length Coding used in facsimile enugpd
with example
Encode the following sequence using the L2
algorithm: barrayarBbaBbbyBbarrayarBbay

Assume you have a window size of 30 with a lookaahe

buffer of size 15. Furthermore, assume that C(d) =
C(b)= 2,C(B)= 3,C(r) = 4,and C(y) = 5.
OR

10

qny

14

L3

L3

CO2

CO2

(i)

(ii)

A sequence is encoded using the LZW algorithm aed
initial dictionary shown in TABLE
Index [1|2]|3[4|5
Entry |a|b|h|i|s|t

The output of the LZW encoder is the followi
sequence:
634523162911161214420 10823 18obe
this sequence

Encode the decoded sequence using the same initial
dictionary. Does your answer match the sequena@ngiv
above?

(i) Briefly explain Compression over modem and s
of constructing Adaptive dictionary

(ii) Explain image compression using PNG and GIF
formats

—

N4

06

04

06

L4

L4

L2

L2

CO2

CO2

CO2

. Define Quantization. Describe the quantization feob

UNIT-MI

06

with the help of an example in detail

L2
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. Differentiate between uniform and non uniform 04 L4
Quantization
Define rate distortion criterion. Explain the ralistortion | 10 L3
function for binary source and Gaussian source
OR
. Describe any two popular measures of distortion 06 L2
6 . Explain the encoder and decoder mapping for a 8lev| 06 L2
and 3-bit quantizer
Explain backward adaptive quantization with an egl@m 08 L3
UNIT-IV
. Explain in detail about LBG algorithm 10 L5
7 . Define Vector Quantization and Explain procedure fo | 10 L5
performing vector Quantization
OR
. List the advantages of Vector Quantization ovel&ca | 06 L2
Quantization
8 . Considering a speech signal as input Demonstrate | 08 L3
Adaptive DPCM
Describe Delta Modulation 06 L2
UNIT-V
. Explain Discrete Walsh-Hadamard transform 08 L5 CO5
9 . Describe applications of transform in 12 L5 CO5
i. Image compression using JPEG
il.  Audio Processing using MDCT
OR
. Describe Sampling theorem in frequency Domain 06 L3 CO5
. Find the inverse Z-transform of 08 L4 CO5
10 u 2Z%+1
@)= o s rar—1
Describe Wavelet based compression techniques 06 L2 | CO6
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Course Title: Wireless Sensor Networks

Course Code: P13EC843 | Semester:VIll | L—-T-P:21-0 | Credits: 3

Contact Period - Lecture: 52 Hrs.; Exam: 3 Hrs.| Weightage: CIE: 50 %; SEE:50%

Prerequisites:
1. Fundamentals of Communication (Analog/Digital) -EC312/55

2. Wireless Communication
3. Computer Communication Networks. — P13EC62

Course Learning Objectives (CLOS):

This Course aims to;

. Provide an understanding of common wireless@arnsde architectures.

. Discuss various applications of wireless seascinitectures.

. Provide an understanding of essential networ&nchitecture.

. Understand the MAC protocols developed for WSN.

. Understand the routing protocols developed f&NV

. Describe current technology trends for the inm@etation and deployment of wireless
sensor networks.

. Discuss the general issues of task-driven sgnsin

. Understand the utility-cost-based approachgtriduted sensor network management.
. Provide an overview of few sensor node hardwkatorms.

0 Provide an overview of node level simulatorshsas ns-2 and TOSSIM.

U WNPE

P © 0 ~

Relevance of the Course:
Specialization in 10T and Wireless networking

Course Content
UNIT — |

OVERVIEW OF WIRELESS SENSOR NETWORKS: Characteristic requirements — ToS,
QoS, fault tolerance, lifetime, scalability, wideange densities, programmability,
maintainability. Required mechanisms—multihop, gperefficient, auto configuration,
collaboration, data centric, locality, exploit teaabff. Unique constraints and challenges of
sensor networks. Emerging technologies for wiretessor networks. Advantages of sensor
networks—energy advantage—detection advantage.oSemtwork applications— Tracking
chemical plumes—smart transportation. Collaborgthneeessing and key definitions of sensor
networks.
Text 1: Page nos.7-10, 13-15
Text 2: Page nos. 2—-20 10 Hrs

UNIT — I

ARCHITECTURES: Hardware components— sensor node overview— ctertronemory,

communication device— sensors and actuators— pewpply of sensor nodes, Energy
consumption of sensor nodes—operation status wiffereht power consumption—
microcontroller energy consumption—memory, energymsamption— radio transceivers—
computation and communication— power consumptiof;-Elmbedded OS— Programming
Paradigms— Protocol Stack— Energy and Power ManagemOS and execution
environments— Case study— Tiny OS and nesC, Netwochitecture — Sensor network
scenarios— types of sources and sinks — singlé/Bapulti hop — multiple sources and sinks
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— mobility, Optimization goals and figures of meritQos — energy efficiency — scalability —
robustness, Gateway — Need — WSN to Internet +rietéo WSN — WSN tunneling.
Text 1. Page Nos-17-19, 21-31, 36-56, 59-67, 78-81 11 Hrs

UNIT — 1lI
NETWORKING SENSORS: Communication protocols— physical layer and transy
design in WSN: energy usage profile— choice of ntatthn scheme, Communication
protocols— physical layer and transceiver designM8N: dynamic modulation scaling—
antenna, MAC protocol- low duty cycle protocols amake up concepts: mediation device
protocol, Wakeup radio concepts, Naming and adohrgsAddress and name management in
WSN, Assessment of MAC addresses — distributedyas®nt of network wide addresses,
Routing protocols— Energy efficient — overview ad, unicast protocols, multipath unicast
routing, Geographic routing— position based routi@gocasting
Text 1: page nos. 103-108, 123, 126-127, 186—18B;303, 316-323. 10 Hrs

UNIT - IV
INFRASTRUCTURE ESTABLISHMENT: Technology control- motivation and basic
ideas— options and aspects of topology — contgltiopology in flat networks — power
control, Clustering — hierarchical networks by ttugig — clusters— connecting clusters —
rotating cluster heads, multi hop clusters— muyjlélaof clustering— passive clustering, Time
synchronization — Need — properties— protocol- H3PSN — RBS — HRTS, Clocks and
Communication delays - Interval methods -referefmeadcasts, Localization and
positioning— properties— approaches - laterationblpm — Single Hop localization,
positioning in multi hop environment, Localizaticend localization services— ranging
techniqgues — range based localization algorithimecation services, Sensor tasking and
control — Task driven sensing — roles of sensoesahd utilities— Information based sensor
tasking, joint routing and information aggregation.
Text 1: page nos. 251-265, 274-284, 201-223, 281- 2
Text 2: page no 103-127, 136-162, 167-185 11 Hrs

UNIT -V
SENSOR NETWORK PLATFORMS AND TOOLS: Sensor node hardware — Barkeley
motes, Sensor network programming challenges, Nodlevel software platforms — Tiny
OS, nesC component implementation, nesC— concuyrramdt atomicity, Tiny GALS, Node—
Level simulators— ns2 simulator, TOSSIM, Prograngnibehind individual nodes:
collaboration groups — state — centric programniifigCES), multi target tracking problem.
Text 2: page nos. 240-242, 245, 248, 252-269, B/1-2 10 Hrs

TEXT BOOKS:
1. “Protocols and Architectures for Wireless Sensortwéeks”, Holger Karl
&AndressWillig, John Willey, 2005.
2. “Wireless sensor networks—An information processiAgproach”, Feng Zhao
&Leonidas.J. Guibas, Elsevier, 2007.
REFERENCE BOOKS:
1. “Wireless sensor networks technology, protocols Apglications”, KazemSohraby,
Daniel Minoli, &TaiebZnati, John Wiley, 2007.
2. “Wireless Sensor Network Designs”, Anna Hac, Johteyy2003.
3. “Wireless Sensor Network”, Kazemshraby, Daniel MiinbaiebZnati, Wiley.
4. “Wireless Sensor Networks Signal Processing and r@omnications”, Ananthram
Swami, Qing Zhao, Yao—Win Hong, Lang Tong, Johneyi& Sons.
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5. “ADHOC Wireless Networks: Architectures and Protigto Murthy Pub, Pearson

Education.

“Wireless sensor networks Edited”, C.S. Raghaverfsipainger.

“Funadamentals of sensor Network Programming; Agibons and Technology”,

Sridhar S. Lyengar, NandanParameshwaran, Vir Vh&hbl. Balakrishnan, Chuka.

D. Okoye, Wiley.

8. “AD HOC and Sensor Networks”, Carlos de morris, DhaprakashAgrawal, 2nd
Edition, Word Scientific publisher.

N

Course Outcomes

After learning all the units of the course, the stdent is able to;

1. Appraise the needs of Wireless Sensor Network meati scenario of technology.-L5
(Unit-I)

2. Examine current technology trends for the impleragom and deployment of Wireless
Sensor Network architectures. —L4 (Unit-11)

3. Discover the challenges in designing MAC, routimgl aransport protocols for Wireless
Sensor Network. -L5 (Unit-111)

4. Explain the techniques to establish a Wireless @eNstwork infrastructure. —L2 (Unit-
V)

5. Utilize various Wireless Sensor Network platforra®ls and applications. —L3 (Unit-V)
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Model Question Paper

Q QUESTIONS
NO
Unit-| 2 [
S| O 3
=1 O | 4
1. a) | Explain the challenges in wireless sensovort designs 8| 1| L5
b) | Explain the industrial applications of semsetworks 6 | 1| L2
c) | Explain the following key terms with respez WSN 6 |1 |L2
a. Localization and tracking
b. Uncertainty
OR
2. a) | Explain the characteristic requirements inNNVS 6 [1 | L5
b) | Describe Multihop Wireless communicationrohal and its necessity 6 1 L2
c) | Discuss the advantages of sensor networks B | L1
Unit-Il
3.a) | Explain with a block diagram the overviewroéin sensor node hardwar&0 | 2 | L5
component.
b) | Compare the various nonradio frequency ws®lcommunication 10 2| L4
OR
4. a) | Discuss QoS and energy efficiency 102 | L6
b) | Examine the various operation states wifflergnt power consumption 10 2| L4
Unit-llI
5. a) | Explain transceiver design procedures 10| 3 | L5
b) | Compare different modulation schemes thatlee used in WSN 10 3 L2
OR
6. a) | Describe low duty cycle protocols and listadvantages. 10 3 L2
b) | Explain dynamic antenna scaling and unicaging protocol. 10| 3 | L5
Unit-IV
7. a) | Explain the various aspects of topology-aralgorithms 10 4| L2
b) | Define Cluster and explain Connecting @ustRotating clusterheads 10 4 |2
OR
8. a) | Explain (i)The Gabriel graph, (ii)The rela&tineighborhood graph 10 4 L2
b) | What is the the need for time synchronaatin wireless sensor networkslO | 4 | L2
Explain how time synchronization is achieved imeMss sensor networks
Unit-V
9. a) | Explain the range based localization alporit 10| 5 | L5
b) | Describe Tiny OS used for WSN 10 |5 | L3
OR
10.a) | Describe the challenges faced in sensor mefwograming 10| 5| L3
b) | Explain multi target tracking by consideyitwo crossing target example 10 5 |5
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Course Title: Real Time Systems

Course Code: P13EC844 | Semester: VIl | L—-T—-P:22-0 | Credits: 3

Contact Period - Lecture: 52Hrs.; Exam:3Hrs. | Weightage: CIE:50%; SEE: 50%

Prerequistes
1. Concepts of C Programming.

2. Embedded Real Time systems. —-P13EC74
3. Microprocessor and Microcontroller- P13EC45
Course Learning Objectives (CLOS):
This Course aims to:
Describe a reference model of real time systemgtaragpplications.
Characterize hard and soft real time systems.
Describes clock driven approach in safety critaggplications.
Understand the concept of scheduler
Understand basic multi-task scheduling algorithargkriodic, aperiodic, and
sporadic tasks.
Analyze the real time issues in communication nekwo
Summarizes the control and data dependence amskgj ta
Describes the task execution and synchronizatiodift@rent processors.

agrwnrE

© N

Relevance of the Course:
Graduate studies in Embedded systems

Course Curriculum (Syllabus)

UNIT — |
HARD VERSUS SOFT REAL TIME SYSTEMS: Jobs and processors, release times,
deadlines and timing constraints, hard and softgnaonstraints, hard real time systems, soft
real time systems.
A REFERENCE MODEL OF REAL — TIME SYSTEMS: Processors and resources,
temporal parameters of real — time workload, pecitask model, precedence constraints and
data dependency, other types of dependencies,jdaatparameters, resource parameters of
jobs and parameters of resources, scheduling brerar
Text: 2.1t0 2.5,3.1t0 3.8 10 Hrs

UNIT =l
COMMONLY USED APPROACHES TO REAL — TIME SCHEDULING: Clock —
Driven approach, weighted round — robin approachgripy — driven approach, dynamic
versus static systems, effective release timesdaadlines, optimality of the EDF nd LST
algorithms, nanoptimality in validating timing cdresnts in priority driven systems, off —
line versus on — line scheduling
CLOCK — DRIVEN SCHEDULING: notations and assumptions, static, timer driven
scheduler, general structure of cyclic schedulgsliac executives, improving the average
response time of aperiodic jobs, scheduling sporgalbs, practical consider ations and
generalizations, algorithm for constructing statehedules, pros and cons of clock driven
scheduling.
Text: 4.1t04.9,5.1t05.9 11 Hrs

UNIT -1l
PRIORITY _ DRIVEN SCHEDULING OF PERIODIC TASKS: static assumption, fixed
priority versus dynamic priority algorithms, maximuschedulable utilization, optimality of
the RM and DM algorithms, a schedulability test fimed priority tasks with short response
times, schedulability test for fixed priority taskdgth arbitary response times, sufficient
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schedulability conditions for the RM and DM algbnts, practical factors.
Text: 6.110 6.8 10 Hrs

UNIT - IV
RESOURCES AND RESOURCE ACCESS CONTROL:assumptions on resources and
their usage, effects of resource contention anouregs access control, nonpreemptive critical
sections, basic priority — inheritance protocolsibapriority — ceiling protocol, stack —
based,priority — ceiling (ceiling — priority) pratol, use of priority — ceiling protocol in
dynamic — priority systems, preemption — ceilingtpcol, controlling accesses to multiple
unit resources, controlling concurrent accessesta objects.
Text: 8.110 8.10 10 Hrs

UNIT -V
MULTIPROCESSOR SCHEDULING RESOURCE ACCESS CONTROL AND
SYNCHRONIZATION: model of multiprocessor and distributed systemsk assignment,
multiprocessor priority — ceiling protocol, elemerdgf scheduling algorithms for End — to
End periodic tasks.
REAL — TIME COMMUNICATION : model of real — time eomunication, priority — based
service disciplines for switched networks, weightedind — robin service disciplines,
medium access — control protocols of broadcastaorésy
Text: 9.1t09.4,11.1t011.4 11 Hrs

TEXT BOOK:
“Real Time Systems”, Jane.W.S.Liu, Pearson Educatia000
REFERENCE BOOKS:
1. “Real Time Systems”, C.M.Krishna, Kangg Shin,Tate®daw Hill International
Editions, 1997.
2. “Real-Time Systems Design and Analysis”, Phillil.@plante, Third Edition, John
wiley,2007.

Course outcomes
After learning all the units of the course, the stdent is able to
1. Outline hard and soft real time systems. —L4 (UNI)T
2. Summarizes the concept of clock driven schedulimdyjies practical considerations. —

L2 (UNIT —II).

3. Differentiate the fixed priority verses dynamicqoity algorithms of periodic tasks. —
L4 (UNIT =I111)

4. Interpret the effects of resource contention asduiece access control. —L2 (UNIT —
V)

5. Explain the model of multiprocessor and distribusggtems. —L2 (UNIT -V)
6. Explain the priority based service disciplinesgaitched networks. —L2 (UNIT -V)
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Model Question Paper

Q NO QUESTIONS Marks | BTL | CO
1.a) Define (a) Release times (b)Deadlines ayidreng constraints. 6 L1 1
b) Explain the steps involved in the proceswalfdating a real tim¢ 10 L2 1

systems.
c) | Differentiate between Hard and soft realktisystems. 4 L4 1
OR
2.a) List and explain different characterizati@mgmeters of a real time| 8 L3 1
system.
b) With the neat diagram describe the modetal-time system. 7 L2 1
C) Write a short note on (a) Scheduler andS@)edules. 5 L2
3.a) Name any two commonly used approaches taladheesal time 10 L2 2
systems. Explain the same.
b) State and prove the theorem with respettteédact “Any feasible 10 L3 2
schedule of J can be systematically transformedantEDF
schedule”.
OR
4. a) | Prove theorem on the Optimality of the L&Joethm for 10 L5 2
scheduling pre-emptive jobs on one processor.
b) | Sketch a network flow graph that we can tasénd a pre-emptive 10 L3 2
cyclic schedule of the periodic tasks=(3, 1, 7), T=(4, 1) T:=(6,
2.4, 8).
5. a) | Compare fixed priority algorithm and dynampi®rity algorithm. 10 L4 3
b) | Explain Rate monotonic and Deadline Monma@xigorithm. 10 L2 3
OR
6. a) | Explain the effect of blocking on schedujdity. 7 L3 3
b) | Write a short note on (a)Self-suspensiah @)Context switches. 6 L2 3
C) Briefly explain schedulable utilization of thé&/Ralgorithm for multi 7 L2
frame tasks.
7. a) | Define With an example (a)Mutual exclusibyQfitical sections. 4 L1 4
b) | Explain Non pre-emptive critical section(@®®) protocol. 10 L2 4
c) | Differentiate between priority inheritaneed priority ceiling 6 L4 4
protocol.
OR
8. a) | With an illustration explain how the systehjobs can be scheduled 10 L2 4
by using stack based priority ceiling protocol.
b) | Show that under the control of the priofitfieritance protocol, a 10 L3 4
job can be blocked directly by any lower-prioritybj for at most
once for the duration of one outer most criticattiem, in the
absence of a deadlock.
9. a) | Differentiate between local and remote resesi 8 L5 5
b) | Explain the architecture of inter processmnmunication. 6 L2 5
c) | Discuss end-to-end tasks in heterogenegsierss. 6 L2 5
OR
10.a) | Explain real time communication model. 8 L
b) | Explain medium access protocols in CAN dB&E802.5 token 12 L2 5
ring.
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